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1. Introduction

The MBMS ad hoc group has in the last months been working on the feasibility study for the Multimedia Broadcast/Multicast Service architecture. A number of alternatives have been introduced in TR 23.846, reflecting the visions of different companies on what the overall architecture should look like.

According to the Work Item time plan, it is about time to decide in SA2 what the overall architecture of MBMS shall be. In Ericsson’s opinion it is difficult, and probably not the best intellectual approach, to simply select one of the existing options as a whole, as different options might have merits in different parts of the architecture.

One aspect that shows a clear divergence of views and therefore needs to be decided upon is the procedure for MBMS Multicast Service Activation and in particular its trigger. Two main alternatives clearly stand out from the TR: IGMP/MLD up to the GGSN vs. IGMP/MLD terminated in the MT and followed by MBMS-specific signalling from the terminal. This is the focus of this contribution which, after comparing these two alternatives based on some important requirements and constraints of MBMS, formulates a clear choice between them.

2. Discussion

The different architecture options described in TR 23.846 show two main alternatives for the MBMS Multicast Service Activation:

1) MBMS-specific signalling initiated by the UE, possibly triggered by an IGMP/MLD message terminated in the MT.
Hereafter referred to as “MBMS-specific activation” for simplicity.

2) IGMP/MLD messages sent over a previously activated PDP context up to the GGSN, followed by a network-initiated MBMS Context set up.
Hereafter referred to as “Transparent IGMP/MLD” for simplicity.

Option G of the TR obviously advocates alternative 2), while all other options advocate alternative 1).

Despite the apparent majority of companies supporting option 1), it is worth comparing these two alternatives in light of some important requirements and constraints of the MBMS architecture and services, which have been overlooked until now, in order to make an educated decision.

2.1 Interoperability with IETF IP Multicast

An important requirement for the MBMS architecture when it comes to multicast service activation, never challenged so far, is the interoperability with existing (and hopefully future evolutions of) IP Multicast as defined in IETF. This basically refers to interoperability with IGMP (IPv4) and MLD (IPv6).

The reason for this requirement is simple: leverage on the existing and vast range of IP multicast applications and implementations to allow a fast and flexible creation of services. It is therefore reasonable to expect that most applications in UEs, if not all, will be based on IP multicast.

One particular case to consider is the split terminal case, i.e. a TE (e.g. laptop or PDA) connected to an MT (e.g. mobile phone or PCMCIA card). TEs will usually have a standard IP stack with standard IETF IP multicast support. Since integrated terminals have in general small displays, it is reasonable to expect that multicast data like video streaming will be more convenient to watch on a PDA or laptop, hence it is important to ensure that split terminals are properly supported.

Proper interoperability with IETF IP multicast raises a number of issues that need to be considered. Let’s first discuss these issues from the perspective of the MBMS-specific activation and then from the perspective of the transparent IGMP/MLD activation.

2.1.1 MBMS-specific activation

With the MBMS-specific activation, IGMP/MLD must be terminated in the MT (at least in the split terminal case). As there is no “IP Multicast Proxy” defined in IETF, it basically means that the MT becomes, to some extent, an IP Multicast router that uses 3GPP-specific procedures to attach to the multicast distribution tree. This has a number of implications.

Functionality in the MT:

Additional complexity is required in the MT that has to “sniff” IP packets to extract IGMP messages; the MT is normally only a layer 2 forwarding entity and therefore IP layer processing is not part of its basic functionality.

Co-existence with transparent IP multicast:

Still in the split terminal case, the TE requires its IP stack to be initialised before it can send IGMP/MLD messages (IGMP/MLD is part of the IP stack). Since initialisation of the IP stack implies establishment of a PDP context and since usually there is only one IP stack active at a time in the UE, the UE will need a PDP context, let’s call it “default PDP context”, established before the TE can join any MBMS group (which is a pre-requisite for the transparent IGMP/MLD alternative). Also, the default PDP context would typically be used for basic Internet access as well (only one IP stack in the UE) and hence nothing a priori prevents the user from joining IP multicast groups available in the Internet and receiving the corresponding multicast data over the default PDP context, completely transparently to the network.

Since the MT cannot know a priori which IP multicast addresses belong to MBMS services and which ones belong to “open” Internet services, the MT would trigger an MBMS context activation procedure each time the TE sends a Join message, even if the group being joined is external to MBMS and would eventually result in a rejection of the procedure. Moreover, since there is no acknowledgement mechanism defined in IGMP/MLD, if the Join request to an external IP multicast address happens to fail, e.g. because the IP multicast address does not correspond to any MBMS multicast group, the TE would repeat the Join request periodically until it receives the data expected or until some application timeout. Each repetition would in turn trigger an MBMS context activation procedure that would again be rejected (as it still doesn't correspond to any MBMS group). In any case, the result is that in such scenarios the MBMS-specific activation would produce unnecessary signalling (over the air) and would likely preclude access to open Internet multicast services, unless complex mechanisms are introduced in the MT and/or network to detect attempts to join an external IP multicast group.

Coupling between 3GPP and IETF standards:

To support future extensions of IGMP/MLD would potentially require updating the 3GPP standards and consequently implementations of UE, SGSN, GGSN and possibly BM-SC. If the operator can easily control the upgrade of its GGSN(s) and BM-SC, it is more difficult to ensure that all SGSNs support the new features, especially in roaming scenarios. It would also take quite some time from the moment the new RFC is issued until all relevant 3GPP standards have been updated and the first implementations become available.

2.1.2 Transparent IGMP/MLD

With the transparent IGMP/MLD alternative, IGMP/MLD is completely transparent to the MT and the interworking point with MBMS resides in the GGSN which is responsible for the establishment of a proper bearer to transport the multicast data, be it MBMS data or “open” Internet multicast data.

Functionality in the MT and co-existence with transparent IP multicast:

Regardless of the bearer that the data takes to get to the user (multicast MBMS context or unicast PDP context), the UE will follow the same standard IGMP/MLD procedures to join and leave multicast groups. The GGSN will receive the IGMP/MLD messages and will then decide which bearer is applicable to the service requested by the UE. If the IP multicast address of the group corresponds to a configured MBMS service, then the GGSN initiates the necessary MBMS procedures to establish the MBMS bearer. If the IP multicast address of the group does not correspond to any configured MBMS service, then the GGSN will act itself as a multicast router according to the 3GPP R’99 IP multicast support, or alternatively the GGSN will simply forward the IGMP/MLD messages to the ingress router of the external PDN.

Both MBMS and standard IETF IP multicast can therefore be supported in parallel, with minimum complexity in the UE and the network, and completely transparently to the MT in the split terminal case.

Coupling between 3GPP and IETF standards:

Future extensions of IGMP/MLD would only require upgrade of the UE, GGSN and possibly BM-SC (in the split terminal case, the MT would most likely not require any change at all); the SGSN would not be impacted. In other words, the operator would be able to easily control the upgrade of the IGMP/MLD support in the network (at least compared to the MBMS-specific activation alternative) and changes to 3GPP standards would be minimum, if not simply inexistent.

There are nevertheless a few points that can be considered as drawbacks of a transparent IGMP/MLD solution. Let’s go through them.

IGMP/MLD periodic queries:

IGMP/MLD relies on periodic queries (from router to listeners) to determine if there is still at list one listener for any multicast group that the router is currently serving. Terminating IGMP/MLD in the MT and relying on MBMS context management procedures to maintain membership data would avoid such periodic messages to be exchanged between the GGSN and every UE listening to a multicast group.

This, however, is not a serious problem as it is the router (the GGSN in this case) that decides how often a query is sent. The default in IETF standards is 125 seconds but there is no maximum limit specified, hence the GGSN could be configured with any value, e.g. one hour. In particular one shall consider that the presence and activity of a user is already tracked by other means in 3GPP standards (periodic RAU, etc) and that UEs will normally explicitly leave a group, hence it is only to cope with lost Leave messages that periodic queries are needed. In addition, what the GGSN needs to know is whether there is still at least one UE interested in a given multicast group; the GGSN will then query each UE separately until one (or a few ones) have replied and then stop sending further queries until the next query interval. That is, only a few terminals would sometimes receive a query. If there are a large number of members and the session is rather short, most terminals would never see a query in the whole session.

The traffic due to periodic queries can therefore be kept to a negligible amount, on network level as well as on user level.

Acknowledgment of Join request:

Another apparent problem with the transparent option is that IGMP/MLD does not define any acknowledgement mechanism, i.e. the network does not acknowledge a Join request. As mentioned previously, this is anyway also a problem for the MBMS-specific activation in the split terminal case, i.e. the MT would not have any standard means to inform the TE whether the Join was successful or not. In fact, a standard IP multicast application in the TE would not expect any acknowledgement. The inherent unreliability of IGMP/MLD is normally handled by means of repetition of the Join request when no data is received after some time. A better way to address the unreliability of IGMP/MLD would be to extend the corresponding RFCs with an acknowledgement mechanism through direct action in the IETF. There are several other network configurations that could benefit from such extension, hence it is not a 3GPP-specific issue.

Pre-established PDP context:

Finally, the fact that the transparent IGMP/MLD alternative requires a pre-established PDP context is certainly not a serious problem. As pointed out previously, the MBMS-specific activation with a split terminal also requires a pre-established PDP context. Moreover, with the IMS it is already a requirement to have an always-on PDP context (the same PDP context could be used to carry the IGMP/MLD signalling).

3. Conclusion and Proposal

It is not Ericsson’s intention to pretend that transparent IGMP/MLD is superior to the MBMS-specific activation in all aspects and is consequently the perfect solution. Nor is Ericsson claiming that one solution would work while the other not. What this paper highlights is that keeping IGMP/MLD transparent as far as possible and confining the interworking between IGMP/MLD and MBMS in one single and natural point in the network (i.e. the GGSN) leads to a simpler and more flexible architecture than terminating IGMP/MLD in the MT. This in turn will allow a faster development of the MBMS specifications and hence a faster emergence of MBMS multicast services.

It is therefore proposed to adopt the transparent IGMP/MLD alternative for activation of an MBMS multicast service from the UE.

In addition, it is proposed to include a short summary of the comparison of these alternatives in an annex of the TR, as shown below.

4. Annex X:
Comparison of MBMS Multicast Service Activation Alternatives

Two main alternatives for the MBMS Multicast Service Activation have been identified in this study of the MBMS architecture:

1) MBMS-specific signalling initiated by the UE, possibly triggered by an IGMP/MLD message terminated in the MT.
Hereafter referred to as “MBMS-specific activation” for simplicity.

2) IGMP/MLD messages sent over a previously activated PDP context up to the GGSN, followed by a network-initiated MBMS Context set-up.
Hereafter referred to as “Transparent IGMP/MLD” for simplicity.

One major requirement in terms of MBMS multicast service activation is the interoperability with IP multicast as defined in the IETF, i.e. IGMP (for IPv4) and MLD (for IPv6), and is the base for the short comparison between the two alternatives in Table 1
Table 1: MBMS-specific multicast activation vs. transparent IGMP/MLD

	
	MBMS-specific activation
	Transparent IGMP/MLD

	MT functionality in split terminal case
	IGMP/MLD terminated in MT, which therefore must implement multicast router functionality.
	IGMP/MLD terminated in GGSN, completely transparent to MT, i.e. no IGMP/MLD specific functionality in MT.

	Co-existence with transparent IP multicast
	TE sending Join request to a non-MBMS IP multicast group would always initiate MBMS Context Activation, even if it will eventually fail.

Note: This might preclude supporting transparent IP multicast in parallel with MBMS.
	GGSN receives Join request and determines whether MBMS or non-MBMS multicast group. If non-MBMS multicast group, then GGSN acts as standard IP multicast router.

	Coupling between 3GPP and IETF standards
	To support future extensions of IGMP/MLD would require updating 3GPP standards and upgrading UE, SGSN, GGSN and possibly BM-SC.
	To support future extensions of IGMP/MLD would require upgrading UE (MT not impacted in split terminal case), GGSN and possibly BM-SC. Minimum or no changes to 3GPP standards.

	IGMP/MLD periodic queries
	Not applicable.
	IGMP/MLD periodic queries sent over the air, but frequency is configured in GGSN and can be set to high value.

Only a few UEs will have to reply since GGSN queries UEs one-by-one and only needs a few replies.

	Acknowledgment of Join request
	MBMS Context Activation will be acknowledged at UMTS level, but

IGMP/MLD has no acknowledgment defined, hence MT cannot forward acknowledgement to TE.

Extension of IGMP/MLD in IETF to introduce acknowledgement mechanism would be required.
	IGMP/MLD has no acknowledgement defined.

Extension of IGMP/MLD in IETF to introduce acknowledgement mechanism would be required.

	Dependency on established PDP context
	Not directly dependent on established PDP context.

Note: In split terminal case, a PDP context will anyway be established.
	Requires pre-established PDP context.


































































































