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Introduction

The mobile network needs to know the topology of multicast group users when it dispatches multicast packets.

Network nodes, especially SGSN nodes, should know whether multicast users exist within its domain. On the Internet, a network node normally determines this by issuing a broadcast query message and getting response messages.

However, if possible, the mobile network should not use the same technique because it blocks the air interface and wastes the system resources. We suggest using routing area updates as the way to determine whether multicast group users exist within a network node.
Discussion

Routing area updates can be divided into two types: 1) normal routing area updates and 2) periodic routing area updates. The basic technique for identifying multicast users using routing area updates is: check the user’s MBMS context when the user is doing a routing area update and get the relationship between the user and multicast group. Based on this relationship, the SGSN node can infer whether a multicast group user is within that node and forward this information to upstream network nodes if necessary. The possible scenarios are:

1. If the user is in normal state and changes SGSN domains, the new SGSN node will be notified immediately with a normal routing area update. 

2. If the user is in normal state and does not change SGSN domains, the user still performs routing area updates (either normal or periodic).

3. If the user is in an abnormal state (e.g. turning off the handset without notifying the network), the SGSN node can determine this from periodic routing area updates. 

In each case, the SGSN node knows the state of each user within its domain, so it can determine the multicast group user status within that node. Based on this information, the network can easily calculate the topology of the multicast group users, and it can avoid unnecessary dispatching paths in the network. Plus the cost is minimal since any mobile network user needing to do a routing area update (at least a periodic routing area update) will not add any extra burden to network node. 

Here are two examples to help explain it.

Example 1. If SGSN node C finds out via routing area updates that a new registered user A is a user of multicast group B, it knows that multicast group B exists and notifies the upstream network nodes if there were no multicast group B users before. Now when an upstream node dispatches a multicast group B packet, it knows to dispatch the packet to node C.

Example 2. If SGSN node C notices that no users have updated multicast group D records for a long time, it can conclude that no multicast group D users remain within the node and notify the upstream network nodes. After being notified, upstream network nodes know that they do not need to dispatch multicast group D packets to node C.

Conclusion

Modify section 7.1 as follows:

7.1
MBMS Data Transfer in the Core Network

Multicast data must be available at the RNCs to be sent over the radio.  The options for the data path are to send multicast data from a multicast “source” (could be a multicast server or multicast capable node) to: 

· all RNCs 

· only to selected RNCs which have multicast users, 

· to the all SGSNs to be further distributed by the SGSN to the RNCs,  or 

· to selected SGSNs which have multicast users to be further distributed by the SGSN to the RNCs,  or 

· to selected GGSN which support multicast service (possibly identified using APNs) and to be further distributed from the GGSN towards the RNCs. 

The first option is wasteful of network resources and also makes it difficult to send data to VPLMNs for roaming users. The second option, an optimisation of the first one, is to send data only to RNCs with multicast users within the PLMN under control of the activation centre but this cannot support roaming users either.  Handling user mobility is also an issue here if for example the UE is in PMM idle.

In order to establish which SGSNs have multicast users (the fourth option), each SGSN node may use the routing area update procedure to help determine whether a multicast group user exists within its service area.
Sending data to the GGSN in the last option is a good choice to support roaming users. The data is then multicast to the SGSNs with registered multicast users.  Sending data through the SGSN – either directly (the third option) or via the GGSN (the last option) – has advantages since the SGSN is aware of the user location information even in PMM idle state but the use of Iu-flex introduces complexities.






























































































































