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1. Introduction

In implementing MBMS some interest has been shown in optimising the Gn and Iu interfaces so that only one user-plane connection is used to carry a specific multicast service to an SGSN or RNC. So far the proposals have looked at using a single connection transported on an IP-unicast transport to each SGSN or RNC. This contribution discusses the advantages of using an IP-multicast transport between over the Iu and Gn interfaces.

2. Use of  IP Unicast on Iu and Gn

The figure below shows the use of IP-unicast to optimise the user-plane on the Gn interface. It is possible to use a single user-plane connection to each SGSN, but this approach has a number of disadvantages:

· The GGSN and SGSN require new functions to manage the MBMS distribution tree, and to fork MBMS data to multiple destinations.

· The architecture has poor scaling because:

· packets are forked near the top of the tree

· forking takes place at a single point for all receivers - creating a single point of high-load.

A similar discussion applies to the Iu interface.
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Figure 1: Optimised User Plane connections using IP unicast on the Gn interface

3. Use of IP Multicast on Iu and Gn

An alternative optimisation is to use special IP multicast groups within the GPRS backbone to transport data on the Gn interface. Instead of unicasting data to each individual SGSN, the GGSN only needs to forward packets once addressed to a specific multicast group. All SGSNs that need to receive this data can then register to receive the multicast group. Forking will be done by IP routers (assuming that multicast is supported).

The advantages of this approach are:

· Scaling - this solution scales well because it exploits the scaling ability of IP multicast

· Low impact on GGSN - GGSN doesn’t have to copy packets on to multiple tunnels or manage list of SGSN receivers

· Efficiency - IP routers will only fork the tunnels close to the end-points. The previous solution forks the tunnels at the GGSN

It shall be noted that:

· IGMP needs to be supported in the SGSN, 
· routers in the UMTS internal IP Network have to support IP Multicast,
· coordination of private IP multicast addresses between networks has to be studied for case when the UE is in a VPLMN and activation is done via the HPLMN GGSN.
A similar discussion applies to the Iu interface.
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Figure 2: Optimised User Plane connections using IP multicast on the Gn interface

3.1 Example Activation Procedure on Gn

The following diagram shows an example activation procedure on Gn if IP multicast transport is used. Associated Iu procedures are now shown.
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Figure 3 - Example activation procedure

1
A PDP context is established to receive multicast packets sent to the Target IP Multicast Address.

2
The SGSN may perform a subscription check.

3
The SGSN requests the GGSN to receive packets from the target multicast address.

4
If the GGSN is not already registered to receive multicast packets sent to the Target IP Multicast Address it registers with its peer router.

5
The GGSN acknowledges the request. It provides the SGSN with the GTP TID (GPRS Tunneling Protocol Transaction ID) that will be used for the multicast tunnel and also the IP multicast address it will use to send the GTP packets on the Gn interface. The IP multicast address for the GTP tunnel should be chosen from a pool managed by the GGSN.

6
 If the SGSN is not already registered to receive multicast packets sent to the Gn IP Multicast Address, it registers with its adjacent router

7
The SGSN passes back to the mobile an acknowledgement
4. Conclusion

A new  method of optimising the Iu and Gn interfaces for MBMS has been presented. 3GPP should consider the relative merits of this proposals. It is proposed to include the text and diagrams for sections 2 and 3 above in 23.846 in a sub-section in section 5.4.2 "Efficient Routing and Resource Usage".
Proposed title for this sub-section is “Option 1 for optimisation of the Gn and Iu interfaces”.























































