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Discussion

The suggested MBMS architecture poses several challenges in terms of message flows and procedures associated with the different network elements. These challenges must be addressed. The present document enumerates several issues and attempts to show how these might be overcome.

To start, a distinction must be made between point-to-point and point-to-multipoint transmissions. For point-to-multipoint transmissions, bearer setup is mostly independent of user context-creation or join-requests. For example, users may join a multicast service where no transmission is on going. Transmissions may be intermittent, starting and stopping at operator-controlled times while users remain group members.

The fact that multicast or broadcast transmissions are independent of user requests means that initiation, termination, pre-notification and quality-of-service negotiation procedures that are proficiently used in controlling and managing point-to-point bearers and tunnels may not be suitable for point-to-multipoint transmissions. Specifically, the following issues must be addressed:

Pre-transmission notification (paging)

It is not clear how paging prior to transmission notification would be initiated. Heuristics such as first packet paging, by SGSN, may be employed. First packet paging would introduce a delay between first packet arrival and first packet delivery in the SGSN, as the SGSN waits for the paging procedure to complete. Assuming that a guaranteed bit-rate service is being provided, this might result in data buffering in the SGSN.

Bearer setup

It is not clear what events could prompt bearer setup in the core network, Iu interface and over the radio interface. One option would be to keep RABs and GTP tunnels opened indefinitely but for services guaranteed QoS this would result in redundant bandwidth allocation. A second alternative is having a GTP tunnel opened indefinitely from a dedicated GGSN to the SGSN. Upon reception of the first packet an SGSN might begin to set up associated RABs using pre-configured quality-of-service parameters. Both alternatives introduces static quality-of-service configuration at the SGSN forcing all RABs being set-up as part of a single multicast or broadcast service to carry the same quality-of-service.

Bearer termination

It is not clear what events could prompt bearer termination in the core network, Iu interface and over the radio interface. The SGSN or GGSN might be forced to “guess” when the last packet has passed and tunnels and bearers might be terminated. Timer-based mechanisms are possible but seem wasteful, especially when considering that quality-of-service is guaranteed for transmissions over high-power radio bearers.

Quality of service

Quality of service for multicast and broadcast bearers is currently pre-configured and seems to be either static or negotiated between SGSN and GGSN. Hence, quality-of-service parameters are set on a per-service basis as opposed to a per-transmission basis. This might prove to be a limitation when the operator wishes to provide different quality transmissions as part of the same service.

It should further be noted that it might be advantageous to have several distinguishable bearers with different quality-of-service parameters. For example, if a video streaming service is provided then different media components may require different levels of error protection and bit-rates. A video stream is error sensitive and may require high error resilience achieved by longer spreading codes, higher transmission power or robust coding schemes. Audio streams, which are more error resilient, might require less protection. Layered video encoding may even go further by separating a single video stream into several layers each with its own level of error resilience.

While the current architecture might suggest using maximal quality-of-service for all data (maximal bit-rate and minimal bit-error-rate), this would result in waste of bandwidth, exacerbated by the fact that point-to-multipoint transmissions may be carried out with partial or no power control.

Iu-flex support

Due to separation of user context create and bearer setup, Iu-flex poses another challenge. If dynamic resource allocation is used for multicast, RAB setup is delayed if no multicast group members are present within an RNC coverage area. A user might join a multicast group from one SGSN but RABs might be set-up through a different SGSN.

Proposal

In order to provide answers to these issues the following extensions are proposed for the existing architectures:

· Add control plane between BM-SC and GGSN allows for BM-SC signalling prior to actual transmissions, there-by providing a suitable and precise trigger for bearer initiation and termination. This includes the ability of the BM-SC to signal intent to transmit, desired quality-of-service and transmission termination.

· Minimize and clarify links between procedures relating to user authorization/charging and complementary procedures relating to data path management.

6 Network and Protocol Architecture

Options for different network architectures together with a rough description of necessary functionality and alterations  required for network elements and protocols.

6.1 MBMS Architecture
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Fig. 1 MBMS Architecture

In the MBMS architecture the SGSN performs user individual service control functions and the SGSN concentrates all individual users of the same MBMS service into a single MBMS service. The SGSN uses a single connection with the source of the MBMS data. The SGSN duplicates the packets received from the GGSN for forwarding to each RNC involved in provision of a specific MBMS service.

The GGSN terminates the MBMS GTP tunnels from the SGSN and links these tunnels via IP multicast with the MBMS data source. The GGSN duplicates the packets received from the MBMS data source for forwarding to each SGSN to which a GTP tunnel is established for a specific MBMS service.

The BM-SC provides an interface for content providers through which data may be sent over MBMS.. MBMS data may be scheduled in the BM-SC, e.g. for transmission to the user every hour. It offers interfaces over that content provider can request data delivery to users. The BM-SC may authorise and charge content provider.

Bearer and tunnel setup for multicast or broadcast traffic can be initiated by SGSN, GGSN or BM-SC. GGSN provides an interface through which a BM-SC might request the setup of bearers prior to transmission.

The architecture allows for other MBMS broadcast/multicast data sources. Internal data sources may directly provide their data. Data delivery by external sources is controlled by Border Gateways (BG) which may allow for example data from single addresses and ports to pass into the PLMN for delivery by an MBMS service.

The architecture assumes the use of IP multicast at the reference point Gi. The MBMS data source has only one connection to the IP backbone. The reference point from the content provider to the BM-SC is not standardised. It might become too complex or too restrictive for service creation. For example, this may be a reference point between the BM-SC and an authoring system, or the authoring functionality may be distributed between both entities. However for acquiring multimedia in real-time from external sources it should be noted that a SIP based interface could provide the necessary functionality, allowing content providers to provide the BM-SC with multimedia streams and content.
The same architecture provides MBMS broadcast services mainly by using the transport functions. The user individual SGSN functions are not required
Note: The support of IP Multicast on split terminals i.e: PDA, PC is FFS

6.1.1
SGSN Functions

A number of functions provided by the SGSN for point-to-point bearer services may be used to provide MBMS:

· The SGSN authenticates users based on subscription data from HLR

· The SGSN authorises the usage of services/resources based on subscription data from HLR

· The SGSN provides user individual service control (PtP services)

· The SGSN provides user individual mobility management

· The SGSN may limit the service area per individual user

· The SGSN stores contexts per activated service per individual user

· The SGSN generates charging data per service for each user

· The SGSN provides CAMEL functions (e.g. prepaid)

· The SGSN establishes RABs on demand when data have to be transferred to the users

All these functions may be used in an MBMS architecture (potentially with modifications) for user individual control of MBMS multicast services, i.e. to activate, deactivate, authorise, ... the MBMS services for individual users. The mechanisms for provision of RABs on demand when data is to transfer may need extensions to provide shared resources for MBMS.

6.1.2
GGSN functions

The functions a GGSN could provide for MBMS are:

· GTP tunnel establishment on demand.
· Message Screening

· Charging Data Collection

· Mobility management

· Tunnelling of data
· Service (QoS) negotiation
· Policing
Message screening is not needed if the MBMS sources are internal in the PLMN or it is provided by the BM-SC or the BG which are gateways to external MBMS data sources.

Charging data may be collected for the MBMS data sources. But, the potential existing sources like ESS or MMS provide charging information and very likely also the BM-SC. User individual charging information is collected by the SGSN. It is not favourable to keep user individual contexts per multicast service in the SGSN and in the GGSN in parallel under the assumption that such user individual contexts are stored as long as the user is attached.

The mobility management of the GGSN can not support MBMS as the GTP tunnels would be fixed. These tunnels are used by multiple UEs in parallel an can not move with UEs.

The tunnelling seems the most important GGSN function for MBMS. It allows the provision of HPLMN MBMS multicast services to users roaming in a VPLMN. The tunnelling separates the traffic of the different MBMS services from each other and allows therefore the use of the same addresses in HPLMN and VPLMN. A co-ordination of addresses between different PLMNs is not needed.
GGSN may initiate and terminate MBMS transmissions. In addition, GGSN provides and interface through which the BM-SC may request the initiation and termination of MBMS transmission and provide the GGSN with service data.



6.1.3
Other MBMS functions

Besides the user individual service control functions comparable to the functions already provided by an SGSN or GGSN there are some additional functions required for MBMS, mainly the specific data transport. It is assumed, that the SGSN performs the user individual service control, generates the charging data per user and establishes the RABs when MBMS data is to transfer. The SGSN concentrates all user individual services into one MBMS service for each specific MBMS service. This includes the establishment of a number of RABs to transfer MBMS data to the radio network entities of the related service area and it includes a single connection between the SGSN and the GGSN for each individual MBMS service. The SGSN duplicates the data received from the GGSN for each RAB established for the service. Similarly, the GGSN duplicates data received from the MBMS source for each GTP tunnel related to the same MBMS service.

6.1.4
BM-SC functions

BM-SC provides the following functions for MBMS:

· Authorization and authentication of content providers.
· Verify integrity of data received for content provider.
· Request provisioning of bearers for MBMS transmissions.

· MBMS data scheduling and repetition.

· Content provider charging.
MBMS data may be scheduled in the BM-SC, e.g. for transmission to the user every hour. It offers interfaces to content providers who can request data delivery to users. The BM-SC may authorise and charge content provider. It may offer authoring tools for content creation. It is FFS whether the BM-SC relays traffic from other MBMS sources, so that the BM-SC is the only source of MBMS data. The BM-SC may integrate the MBMS specific GGSN functions. Then, the GTP tunnel from the SGSN terminate at the BM-SC.

6.2 <Architecture Option 2 Label>

7 Functions and Procedures

7.1
MBMS0 Data Transfer in the Core Network

Multicast data must be available at the RNCs to be sent over the radio.  The options for the data path are to send multicast data from a multicast “source” (could be a multicast server or multicast capable node) to: 

· all RNCs, 

· only to selected RNCs which have multicast users, 

· to the all SGSNs to be further distributed by the SGSN to the RNCs,  or 

· to selected SGSNs which have multicast users to be further distributed by the SGSN to the RNCs,  or 

· to selected GGSN which support multicast service (possibly identified using APNs) and to be further distributed from the GGSN towards the RNCs. 

The first option is wasteful of network resources and also makes it difficult to send data to VPLMNs for roaming users. The second option, an optimisation of the first one, is to send data only to RNCs with multicast users within the PLMN under control of the activation centre but this cannot support roaming users either.  Handling user mobility is also an issue here if for example the UE is in PMM idle.

Sending data to the GGSN in the last option is a good choice to support roaming users. The data is then multicast to the SGSNs with registered multicast users.  Sending data through the SGSN – either directly (the third option) or via the GGSN (the last option) – has advantages since the SGSN is aware of the user location information even in PMM idle state but the use of Iu-flex introduces complexities.  

A combination of the above listed options can also be used – with direct transfer to RNC for the home users and via the GGSN to the roaming user.

The protocol to use to send data to the RNC or SGSN (if they are the recipient NE as per options discussed above) could be GTP or using IP multicast. Using IP multicast would be more efficient over the transport network if it supports multicast routers

Where the option to optimise and send data only to selected NEs is chosen, a signalling mechanism must be used to identify the appropriate nodes to set up the data path.  If the data path is through the SGSN and GGSN, signalling similar to the existing GTP-C can be used to set up the tunnels.  If IP multicast is used, the NEs wanting to receive multicast data, such as RNC or GGSN that have multicast users, could indicate its inclusion using IGMP.

The selection of an option is FFS.

7.1.1 Intra Domain Connection of RAN Nodes to Multiple CN Nodes (Iu-Flex)

Iu-flex brings some complications to the multicast architecture.  Iu-flex allows users on the same RNC to be registered in different SGSNs.  Hence following the normal method of user plane using the same SGSN as the user is registered in could result in multiple streams to the RNC. 

7.2 Packet Temporary Mobile Group Identity in MBMS

In order to avoid congestion of the paging channels (at least in GSM), one solution is to allocate one common identity to all members of each multicast group, which are served by the same SGSN. This Temporary Mobile Group Identity (TMGI) could be allocated during a Routing Area Update, a GPRS Attach or a P-TMSI Reallocation procedure before the MBMS data transfer (eg the first TMGI allocation might occur when the mobile joins the IP multicast group). Separate multicast groups have different TMGIs. TMGIs may also be used to notify users of broadcast transmissions. It is FFS whether the same TMGIs can be used in more than one SGSN.

7.3 Decision process for selection of point-to-point or point-to-multipoint configuration

To ensure that radio resources are not wasted, the radio network needs to estimate the number of users in a cell in order to determine whether to establish a multicast/broadcast channel in that cell or individual channels to each user. The method for changing between point-to-point and point to multipoint configuration is FFS.

For GSM, one way to achieve this would be for the paging messages which carry the TMGI to also specify the value to be included by the mobile into any subsequent (Packet) Channel Request message. After receiving a page with their TMGI, each mobile sends one (Packet) Channel Request message with the value specified in the page message. The BSS then counts the number of (Packet) Channel Request messages containing the specified contents received in each cell. This method seems likely to give an accurate measure of either (a) how many mobiles belonging to that group are in the cell (if there are less than, say, 10 mobiles in the cell), or (b) whether there are more than, say, 10 mobiles belonging to that group in the cell.

For UMTS: the method is FFS

8
Information Flows
8.1
Service Discovery, initiation and Termination
8.1.1 Joining a Multicast Group
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1. UE Requests to join a specific multicast group by sending an Activate-PDP-Context-Request containing a multicast address identifying the group. The message is sent to the SGSN currently serving the user (U-SGSN).

2. The U-SGSN checks for user authorization for joining the specific multicast group. If the user is authorized to join the requested the SGSN returns an Activate-PDP-Context-Accept.

3. If the user is the first user to join the specific multicast group in the domain of the U-SGSN and Iu-flex is being used then the U-SGSN sends a join-notification-request to the RNC that is currently serving the user. The join-request identifies the multicast group being joined by including the multicast address received in (1), If Iu-flex is not being used, the U-SGSN assumes the role of the T-SGSN and carries out the procedure described in (5).
4. If the RNC receives the first Join-notification-request from the U-SGSN and the RNC is not joined to the specific group then the RNC sends a join notification to the SGSN providing traffic for the specific multicast group (T-SGSN). The means by which an RNC chooses an SGSN, through which multicast traffic for a specific service should be routed, are implementation specific and are not subject to further standardization. The Join-notification identifies the group being joined by including the multicast address received in (3).
5. If the T-SGSN has not done so previously, the T-SGSN notifies the GGSN associated with the specific multicast service of its wish to receive transmissions associated with the service. The exact message exchange required is currently left FFS but since GTP-C runs over UDP a request-response pair is required.
6. If the U-SGSN chooses to generate volume-based charging information the U-SGSN might itself, follow procedures described in 5 and as a result would be offered to receive all service related traffic. 

8.1.2 Initiating a Transmission
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1. Upon content provider request, due to operator configuration or as part of a repetition scheme a BM-SC may wish to initiate a transmission over an MBMS bearer. In order to signal its wish to transmit and to request suitable quality-of-service, the BM-SC sends an MBMS-Start-Transmission-Request to the GGSN assigned to the specific service.
2. In order to set-up a suitable GTP tunnel, the GGSN uses Create-PDP-Context-Request to set-up GTP tunnels to all T-SGSNs which have requested to receive traffic associated with the service (as described in 8.1.1). The Create-PDP-Context-Request includes service parameters received from the BM-SC in (1).
3. Each T-SGSN requests the set-up of a suitable RAB, based on quality-of-service parameters received from the GGSN. The T-SGSN requests RAB set-ups to RNCs that have previously sent an RNC-Join-notification as described in 8.1.1.

4. RNC responds to RAB assignment request.

5. SGSN responds to PDP context creation request.
6. GGSN responds with MBMS-Start-Transmission-Response.

7. Actual paging of UEs and RB set-up procedures may be carried out, as RABs are set-up or at first packet arrival. This is currently left FFS.
8.2
Service Continuity and Mobility

8.3
Interfaces to External Media Sources

8.4
Roaming

8.5
Security

8.6
Charging
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5. Create-PDP-Context-Response
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