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Introduction

The stage 1 requirements for the MBMS have been approved by SA  at SA13 in September.

The tight timescales within S2 means that it must quickly decide on an architecture to support MBMS.

Architectural considerations

In considering different architectures to support MBMS, Hutchison considered the following factors.

Release 5 introduces the all-IP network into 3GPP thus further enhancing the convergence of internet technologies and wireless. It therefore makes sense to try to adopt behaviours similar to the internet utilising IETF protocols where possible.

It should be avoided to create new interfaces.

Easy access to IP service platforms independent of the bearers etc. ie: Not mobile specific

In view of this Hutchison believe that an enhanced CBS solution does not really meet the requirements for the future

Hutchison3g would prefer a solution that utilises the existing infrastructure. thus not adding new boxes into the main UMTS architecture. Thus the solution presented uses the existing SGSN,GGSN, RNC architecture. There is no attempt to limit solutions for the actual multicast servers.
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•

‘Broadcast

-

like’ Radio Bearers

•

Used by RNC to serve multiple terminals in the same cell with th

e 

same IP multicast packet 

datagrams 

[ definition outside scope of 

these slides ]

•

MULTICAST_

RABs

•

Used by the SGSN to communicate IP multicast packet 

datagrams 

to 

a downstream RNC known to be serving at least one IP terminal 

registered to receive such packets

•

MUTLICAST_GTP_TUNNEL

•

Used by the GGSN to communicate IP multicast packet

datagrams

to 

a downstream SGSN known to be serving at least one IP terminal 

registered to receive such packets.
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5. Transmission of IP Multicast registration frames triggers the

terminal to send 

ACTIVATE_MULTICAST_PDP_CONTEXT(APN, 

mcast 

service) primitive to SGSN.

6. The ACTIVATE_MULTICAST_PDP_CONTEXT(

mcast 

service) is sent on to the GGSN 

identified by APN. A GTP tunnel is established between SGSN and 

GGSN. The GGSN 

starts to route tunnel IP multicast packets of the type ‘

mcast

service’ along the new GTP 

tunnel.  In the event that a GTP tunnel already exists for ‘

mcast 

service’ a new one is NOT 

created!

7. If there are no existing MULTICAST_RABS to the RNC, the SGSN 

creates one. There is one 

MULTICAST_RAB per multicast service.

8. The SGSN notifies the RNC of the terminal attempting to join 

the multicast service.
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IP Multicast – Service Overview

		IP Hosts register with network to join a MULTICAST group

		Any packet sent by any member of the group is received by all other registered members.

		IP Multicast Routers responsible for efficient routing…
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