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Introduction

This paper discusses some approaches for specific issues of an MBMS architecture to contribute to an overall MBMS approach. And it proposes principles to be adopted for the MBMS architecture.

Architectural Principles

Generic IP bearer or 3GPP proprietary MBMS data protocol

Unfortunately, SA1 have no clear service requirements for MBMS. Especially the data format and the service interfaces to UEs and applications are not clarified. The design of an MBMS architecture requires a more precise service description. For various reasons it is proposed here to design MBMS as an IP bearer service. This is according the general trend 3GPP follows and also according to SA1 intentions to allocate new services preferably in the PS domain. Furthermore, MBMS as an IP bearer gains from mature protocols and functionality defined by 3GPP and IETF. An service interface to UE and to application comparable to IETF's IP multicast offers a well known interface for application designers and for testing. On top of IP bearers a wide range of data formats for multimedia is already specified. MBMS can gain from new developments in IETF and support 3GPP services like MMS and PSS. MBMS as an IP bearer service is compatible with PtP IP bearer services which allows the network to run applications on PtP services or on MBMS, e.g. depending on the number of users or in the MBMS introduction phase.

Multimedia in a circuit switched or proprietary environment is rather limited to dedicated MBMS applications specified by 3GPP. A 3GPP proprietary MBMS protocol will not offer all advantages of an IP multicast like bearer service. The amount of proprietary/specific functionality would provide a high work load within Rel6 timeframe. The application design would also be rather MBMS specific which has negative impact on the implementation time of new applications.

Proposal: design MBMS as an IP bearer service comparable to IETF's IP multicast with efficient resource usage in the PLMN

IP MC or new data transfer protocol as interface to MC/BC application server

A new protocol may signal different QoS requirements per data sequence of the same MC service to the network elements and may indicate additional scheduling information

IP MC is already specified and offers an existing standard interface for MC/BC application servers, IP MC can not indicate QoS characteristics or scheduling information

Comparison: an MC service with certain QoS requirements should not change these as the UEs should verify at MBMS service activation whether they have the required QoS capabilities or not and not per data sequence of the same MC service; scheduling of multiple transmissions as well as replacing scheduled data by new data is without special control possible in the MC server.

IP MC is already specified in IETF and is a suitable interface from MBMS towards the MC/BC applications. It is backwards compatible with the existing IP MC PtP service and it allows to transfer MC IP data originated in other networks (e.g. Internet streaming services) via MBMS.

Proposal: to use IETF multicast mechanisms  for the data transfer between PLMN nodes and the MBMS application server 

Backwards compatibility with PtP IP MC service

Useful for introduction phase to provide MC with pre-Rel6 GSN, and to provide home MC services in case of roaming 

Proposal: design MBMS compatible with the 3GPP PtP MC service

Dedicated signalling per UE for MC service control

The usage of the MBMS MC mode is specific per UE. The activation and the deactivation of an MC mode MBMS requires individual signalling between UE and the network nodes which provide the service. The UE MBMS activation status has to be stored in some context in these network node. There seems to be no alternative to UE specific signalling for MBMS MC mode service control.

Proposal: MBMS MC mode uses UE individual signalling between UE and the network nodes for service control; the network nodes store some UE specific MBMS context 

Dedicated protocol between SGSN and GGSN or MC IP at SGSN

Some proposals to use GTP tunnels shared by multiple UE. As it is to much overhead to signal to the GGSN each UE using this tunnel and also not useful to perform charging or other UE specific means on common GTP links such common GTP links are not useful. Can also not be used for mobility; no update to other SGSN as the tunnel has to stay for other UE. So it is better to have IP MC directly at the SGSN which in both approaches links together all MBMS UEs of its service area.

Dedicated signalling per UE for MC service control

The usage of the MBMS MC mode is specific per UE. The activation and the deactivation of an MC mode MBMS requires individual signalling between UE and the network nodes which provide the service. The UE MBMS activation status has to be stored in some context in these network node. There seems to be no alternative to UE specific signalling for MBMS MC mode service control.

Proposal: MBMS MC mode uses UE individual signalling between UE and the network nodes for service control; the network nodes store some UE specific MBMS context 

UE based or network based mobility management

The provision of MC service to UEs may use an approach where each UE performs autonomously procedures to receive MC data especially when moving between cells and RAs. In another approach each UE is PMM connected at MC data transfer and the network performs a kind of handover procedures to maintain data transfer to UEs which move between cells and RAs.

The PMM connected approach (network based MM) requires a signalling connection per UE in the CN. The intended MC Iu bearers which are shared between multiple UEs would have to provide the signalling for multiple UE. Although this is somehow comparable with PMM connected, handover/relocation procedures can not be applied to these MC Iu bearers as the bearer are shared between multiple UEs. Therefore the old MC Iu bearer can not be released and for the new location an Iu bearer may already exist. The UE would have to be removed from the old and linked to the new signalling connection of the relevant MC Iu bearers. In RAN more MC specific functionality is needed to derive whether a new MC radio bearer has to be established or whether it exists already such a bearer. Any UE which activates an MC service while data transfer is ongoing has to be allocated by the network to one of the already allocated radio bearers.

In the other approach the UE receives MC data while in PMM idle mode (UE based MM). The RA update procedure provides mobility comparable to GSM/GPRS. To functionality to receive MC data is performed by each UE with the RAN without involving the CN. Between the CN and the RAN common MC Iu bearer (RAB) are established. The CN has no knowledge which individual UE is related to which Iu bearer.

The approach with the UE based MM (MC data transfer in PMM IDLE) allows for synergies between MC and BC services as in both cases the individual UEs are not known in the RAN. For MC the handling of individual UEs on the common MC bearer would result in complex signalling and new handover means. The use of MC bearers for a the MC group and the separation in RAN is more efficient and provides a better scaleability for large multicast groups. Large groups should be the normal case. Otherwise more than one user per radio bearer is unlikely and the resource efficiency compared with PtP is not improved.

Proposal: to use an approach where the UE receives MC data while in PMM idle mode (UE based MM)
Conclusions

The design of an MBMS architecture requires some agreed architectural principles. It is proposed to add the issues discussed above to the MBMS TR and also to add agreed principles as well as open issues as working assumptions to the TR. An LS to SA1 to align their service intentions with feasible technical solutions seen by SA2 might be useful.

