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Introduction:

The current version of 23.236 describes a in chapter 4.4 a NAS Node selection Function in the CN nodes which is for FFS. This function selects the new CN node to which a handover or relocation is performed when the MS leaves the pool-area. This selection may base on load balancing between the available CN nodes. All participants in the drafting session in July supported load balancing mechanisms without explicit load status signalling. A load balancing for HOV/Relocation based on configuration is discussed and proposed by this paper.

Discussion:

A pool-area contains very likely multiple HOV/Relocation target.. This allows to configure for each of these targets another CN node as HOV/Relocation target node which distributes the HOV load and the MSs between the CN nodes serving the pool-area in parallel.

This rather static load sharing is complemented by the NAS Node selection Function in the RAN which distributes MSs between the CN nodes when these MSs enter the pool-area in idle mode.

The means for load balancing are sufficient without a NAS Node selection Function in the CN. Therefore, it is proposed to remove this function and describe the HOV/relocation load balancing as given below in 23.236.

Proposal 

It is proposed to change 23.236 1.1.0 as described below.

4.4
NAS Node Selection Function

This function is used in RAN nodes and potentially in CN nodes. In the RAN node the function selects the specific CN node (i.e. MSC or SGSN) to which initial NAS signalling messages or LLC frames are routed. The NRI identifies the specific CN node. If the NAS Node Selection Function has a CN node address configured for the NRI derived from the initial NAS signalling message or from the LLC frame then this message or frame is routed to this address. If no CN node address is configured for the derived NRI or if no NRI can be derived (e.g. the MS indicated an identity which contains no NRI) then the NAS Node Selection Function selects an available CN node (e.g. according to load balancing) and routes the message or LLC frame to the selected CN node.

The pool-area has no influence on the decisions of the NAS Node Selection Function as pool-areas may overlap. The NAS Node Selection Function in the RAN node derives the NRI from the IDNNS when the MS is supported in Iu mode. When the MS is supported in Gb mode the NRI is derived from the TLLI and for A interface mode the NRI is derived from the TMSI.


4.5
Load Balancing

Preferably, the NAS Node Selection Function in the RAN node balances the load between the available CN nodes. This is performed by an appropriate selection of the CN node for an MS which was not yet assigned to a CN node, i.e. when there is no CN node configured for the NRI indicated by the MS, when no NRI can be derived or in exceptional cases, e.g. when the CN node corresponding to an NRI cannot be reached. The load-balancing algorithm is implementation specific.

In case of handover/relocation load balancing between the CN nodes serving the same pool-area is gained by configuration. For each of the handover/relocation targets in a pool-area another CN node is configured as the target CN node. There is only one CN node per handover/relocation target in this approach. Implementations may improve the availability by configuring backup target CN nodes for the handover/relocation targets. This static load balancing is complemented by the NAS Node selection Function in the RAN which distributes MSs between the CN nodes when these MSs enter the pool-area in idle mode.

An additional load balancing mechanism may be required for the traffic at the Gb interface. As more than one SGSN may send downlink data at the same time for a cell or a BVCI the flow control mechanism may need adaptations (FFS).

5.1 MSC Functions

TMSI Allocation

Every MSC is configured with its one or more specific NRI (O&M). One of these specific NRIs is part of every temporary identity (TMSI) which the MSC assigns to an MS. The TMSI allocation mechanism in the MSC generates TMSIs which contain one of the specific NRIs in the relevant bit positions. An NRI has a flexible length between 10 and 0 bits (0 bits means the NRI is not used and the feature is not applied). The use of the bits not used to encode the NRI is implementation dependent (e.g. to extent the TMSI space).

Mobility Management and Handover/Relocation

If the core network has MSCs supporting the Intra Domain Connection of RAN Nodes to Multiple CN Nodes and MSCs which do not support this feature then a default MSC has to be configured for every LAI in which multiple MSCs serve MSs. This default MSC relays the MAP-E signalling from the new MSC without the feature to the old serving MSC (e.g. to derive the IMSI from the TMSI or to get unused cipher parameters) unless the default MSC itself is the old MSC. The default MSC resolves the ambiguity of the multiple MSCs per LAI by deriving the NRI from the TMSI. For every NRI value which is used in the LAI an MSC address is configured in the default MSC (O&M).

For MAP-E signalling between two MSCs which both support the Intra Domain Connection of RAN Nodes to Multiple CN Nodes the new MSC derives the address of the old MSC from the old LAI and the NRI contained in the old TMSI. The MSC addresses for each LAI + NRI combination are configured in the MSC (O&M). Alternatively, the default MSC per LAI as described above may be used to reduce the configuration effort. Some redundancy may be required as the default MSC is a single point of failure. The selection of one alternative is FFS. If the old MSC does not support the feature then there is only one address configured for the old LAI in the new MSC.



The load balancing between multiple target MSCs at handover/relocation into a pool area is described in "4.5 Load Balancing". The handover/relocation from an MSC which supports the Intra Domain Connection of RAN Nodes to Multiple CN Nodes to an MSC not supporting the feature needs no new functionality as there is only one MSC which serves the handover/relocation target.

Support of Combined Procedures

If the SGSN does not support the Intra Domain Connection of RAN Nodes to Multiple CN Nodes then only one default out of the MSCs serving the related LA can be used for the combined procedures. A relaying or diverting from the default MSC to another is FFS. Distributing the associations of the combined procedures according to the LAs would result in MSC changes when the MS is still in the old MSC service area.

5.2 SGSN Functions

P-TMSI Allocation

Every SGSN is configured with its specific one or more NRI (O&M). One of these specific NRIs is part of every temporary identity (P-TMSI) which the SGSN assigns to an MS. The P-TMSI allocation mechanism in the SGSN generates P-TMSIs which contain one of the specific NRIs in the relevant bit positions. An NRI has a flexible length between 10 and 0 bits (0 bits means the NRI is not used and the feature is not applied). The use of the bits not used to encode the NRI is implementation dependent (e.g. to extent the TMSI space).

Mobility Management and Handover/Relocation

If the core network has SGSNs supporting the Intra Domain Connection of RAN Nodes to Multiple CN Nodes and SGSNs which do not support this feature then a default SGSN has to be configured for every RAI in which multiple SGSNs serve MSs. This default SGSN relays the GTP signalling from the new SGSN without the feature to the old serving SGSN (e.g. to derive the SGSN context) unless the default SGSN itself is the old SGSN. The default SGSN resolves the ambiguity of the multiple SGSNs per RAI by deriving the NRI from the P-TMSI/TLLI. For every NRI value which is used in the RAI an SGSN address is configured in the default SGSN (O&M).

For the GTP signalling between two SGSNs supporting the Intra Domain Connection of RAN Nodes to Multiple CN Nodes the new SGSN derives the address of the old SGSN from the old RAI and the NRI contained in the old P-TMSI/TLLI. The SGSN addresses are configured in the SGSN (O&M) for each RAI + NRI combination. Alternatively, the default SGSN per RAI as described above may be used to reduce the configuration effort. Some redundancy may be required as the default SGSN is a single point of failure. The selection of one alternative is FFS. If the old SGSN does not support the feature then there is only one address configured for the old RAI in the new SGSN.



The load balancing between multiple target SGSNs at handover/relocation into a pool area is described in "4.5 Load Balancing". The handover/relocation from an SGSN which supports the Intra Domain Connection of RAN Nodes to Multiple CN Nodes to an SGSN not supporting the feature needs no new functionality as there is only one SGSN which serves the handover/relocation target.

Support of Combined Procedures

The SGSN has to select an MSC at the Gs interface for the combined procedures if multiple MSCs are configured for the relevant LAI. Preferably, the MSC out of the available MSCs is selected based on the IMSI. This prevents an MSC change for many MSs if an SGSN fails and the re-attaching MSs would get assigned another MSC by the new SGSN. Two HLR updates instead of one would be the result. In addition the SGSN may perform load balancing at the Gs interface if this is required as the load balancing at the RAN - CN interface might be sufficient if not all MSs are attached to PS and CS (FFS).

