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Abstract of the contribution: This paper proposes a solution for KI#4 
Discussion
Description
Key Issue #4 addresses Traffic detection and QoS flow mapping for multiplexed data flows. Motivation for this key issue is that XR and interactive media services are likely to send data traffic of different media components and with different QoS requirements and then several media streams could be multiplexed on the same end-to-end transport layer connection. The case of multiplexing different media components on a single transport connection is is explicitly described and pointed to by the Key Issue#4, please see below. The main reason behind streams multiplexing instead of each media stream being sent over a different transport connection is that the traffic of the user service session needs to be steered to the same server instance (s) by the load balancers.
This solution addresses key issue #4 for the case of XR service delivery is using QUIC as transport protocol, that can be RTP over QUIC, media over QUIC or any other XRM application protocol carried over QUIC. 
An application can set up a QUIC transport connection for the user service session and then multiplex in this transport connection different media streams with different needs. Using MPQUIC, the multiplexed media streams with different QoS requirements within the single transport connection can be identified still using 5-tuples. 
A solution is proposed that can be used when media stream is transmitted on different 5-tuples and enhances the system so that the AF requirements are provided for the media stream types, and 5GC differentiates the streams with UE provided in-band assistance information. Some examples are provided for how 3GPP could specify how the UE provides in-band assistance information using the CONNECT_UDP request.

For information from TR 23.700-70:
XR and interactive media services are likely to send data traffic of different media components and with different QoS requirements. Several media streams could be multiplexed on the same end-to-end transport layer connection.
For example, in XR service, several media streams could be multiplexed on a single IP 5-tuple with Transport protocol like IETF QUIC [11], using different QUIC connections or different QUIC streams.
In another example, video and audio RTP streams or different layers of media streams with different QoS requirements are multiplexed into a single transport layer connection with same IP 5-tuple.
Current 5GS QoS Framework does not fit well to support differentiated QoS for the multiplexed traffic flows when they share the same IP 5 tuple.
This key issue proposes study traffic detection and QoS Flow mapping in 5GS for different media streams multiplexed within a single end-to-end transport connection.
-	How to identify multiplexed traffic flows with different QoS requirements within a single transport connection.
-	How to do QoS Flow mapping for traffic flows with different QoS requirements.
-	Whether and what information needs to be provided from AF for traffic detection.


Proposal
Add an annex describing how several media streams could be multiplexed on the same end-to-end transport layer connection and have different 5-Tuples using MP-QUIC. 
Add a solution for KI#4 for UE in-band assistance for traffic differentiation valid when different 5-tuples are used for multiplexing.
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Table 6.0-1: Mapping of Solutions to Key Issues
	Solutions
	Key Issue #

	
	<KI #1>
	<KI#2>
	<KI#3>
	<KI#4>
	<KI#5>
	<KI#6>
	<KI#7>
	<KI#8>
	<KI#9>

	#1: PDU Set content ratio awareness at RAN
	X
	
	
	
	
	
	
	
	

	#2: Discarding of redundant PDUs (FEC) and reporting
	X
	
	
	
	
	
	
	
	

	#3: FEC mechanism and PSI based PDU Set QoS Handling Enhancement
	X
	
	
	
	
	
	
	
	

	#4: PDU Set FEC-based PDU Set QoS Handling
	X
	
	
	
	
	
	
	
	

	#5: PDU Set Handling and Information marking …for PSDB/PSER/PSIHI
	X
	
	
	
	
	
	
	
	

	#6: Enhanced Alternative QoS Profiles for PDU set based QoS handling
	X
	
	
	
	
	
	
	
	

	#7: Enhancing alternative QoS profile …PDU set QoS parameters
	X
	
	
	
	
	
	
	
	

	#8: Consistent PDU Set Handling between AF and 5GS
	X
	
	
	X
	
	
	
	
	

	#9: PDU Set information identification for encrypted traffic
	
	X
	
	X
	
	
	
	
	

	#10: PDU Set information identification based on MoQ
	
	X
	
	
	
	
	
	
	

	#11: RTP over QUIC based Encrypted Traffic …QoS flows mapping
	
	X
	
	
	
	
	
	
	

	#12: Obfuscated Metadata to Classify Payload in Encrypted Media Packets
	
	X
	
	X
	X
	
	
	
	

	#13: Multiple DSCP markings per QoS Flow
	
	
	X
	
	
	
	
	
	

	#14: Extending Packet Filter … within a single transport connection
	
	
	
	X
	
	
	
	
	

	#15: Traffic Detection and QoS mapping for XR and Media services
	
	
	
	X
	
	
	
	
	

	#16: AS based trigger of data boost handling with reflective QoS
	
	
	
	
	X
	
	
	
	

	#17: L4S in non-3GPP access networks
	
	
	
	
	
	X
	
	
	

	#18: PDU Set handling in wireline/wireless non-3GPP access
	
	
	
	
	
	
	X
	
	

	#19: Alternative PDU Set QoS parameters to support differentiated QoS handling and ... Exposure
	X
	
	
	
	
	
	
	
	X

	#20: Nominal PSDB
	X
	
	
	
	
	
	
	
	

	#21: Enhancing PDU Set QoS Handling with Dynamic FEC Related Information Marking in GTP-U
	X
	
	
	
	
	
	
	
	

	#22: The handling UL PDU Set QoS parameters
	X
	
	
	
	
	
	
	
	

	#23: PDU set discard based on PDU sets correlation info from AS/AF
	X
	
	
	
	
	
	
	
	

	#24: PDU set identification ...fully encrypted using a tunneled connection over N6
	
	X
	
	
	
	
	
	
	

	#25: Preconfigured N6 tunnelling and GTP-U header extension for ... PDU Set-related information
	
	X
	
	
	
	
	
	
	

	#26: PDU Set identification for end-to-end encrypted traffic
	
	X
	
	
	
	
	
	
	

	#27: Differentiated Handling for Transporting Encrypted XRM traffics Using Metadata over N6
	
	X
	X
	X
	
	
	
	
	

	#28: QoS Flow Mapping Considering the PSI for Multiplexed Data Flows
	
	
	
	X
	
	
	
	
	

	#29: Support for multiplexed media traffic using RTP header inspection
	
	
	
	X
	
	
	
	
	

	#30: Support of dynamic change of traffic burst size
	
	
	
	
	X
	
	
	
	

	#n: MP-QUIC for stream multiplexing and UE in-band assistance for traffic differentiation
	
	
	
	X
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[bookmark: _Toc500949101][bookmark: _Toc92875663][bookmark: _Toc93070687]XR and interactive media services are likely to send data traffic of different media components and with different QoS requirements. Applications send several media streams multiplexed in a single transport connection e.g. to guarantee that when traffic is traversing load balancers the traffic of a user service session is all steered to be served by the same server instance(s). 

XR service delivery can use QUIC as transport protocol (RTP over QUIC, media over QUIC or any other application protocol carried over QUIC). When the XR service traffic is transmitted over a QUIC transport connection [11], the different media streams which are multiplexed and may have different QoS needs, can still be transmitted using different 5-tuples while being steered by load balancers to same server instance(s). To achieve this, the multiple media streams in the single QUIC transport connection are multiplexed using a IETF MP-QUIC [v] transport connection and thus the streams share a single transport connection but have different 5-tuples.
The scenario described above is shown in procedure in Figure X-1.  The transport connection (in this solution, a QUIC connection) is established as enabled for multipath. The client can start using this connection for a media stream. The client will set up additional paths for new media streams when needed. For that, the client takes the Connection IDs (CIDs) provided by the server at QUIC connection establishment and assigns these CIDs to new paths (i.e. to a different QUIC 4-tuple e.g. same IPs and different UE ports). A new Connection ID on a new path in a multipath enabled QUIC connection is interpreted by the server as a multipath request and not as a path migration request and these paths can be used simultaneously for the different media streams. 
On the server side, the QUIC Load Balancers steer traffic based on QUIC destination CIDs but they can still steer the traffic of the several 5-tuples in the MP-QUIC transport connection to the same server instance(s) if, e.g. IETF QUIC-LB [w] is used. 
When XR service uses MP-QUIC for media stream multiplexing as described in this clause, the mapping of media streams to QoS flows in 5GS can be based on 5-tuples like in the baseline. The AF can request QoS according to the needs of each media stream using AFSessionwithQoS API including the 5-tuple as the traffic descriptor. 
NOTE: in the client, the selection of 5-tuples does not follow a pattern or algorithm on media stream type (e.g. audio, video) but some other criteria. It is not possible to reduce the AF-5GC interactions, e.g. using port ranges in AF requests.



Figure X-1: MP-QUIC for stream multiplexing in the same QUIC transport connection
With such approach, there is no need to enhance the 5GS mapping of traffic into QoS flows to support that media streams with different QoS requirements multiplexed in a single transport connection. If needed, applications can use MP-QUIC to multiplex streams into one QUIC transport connection as described above, so that different media streams are sent on different 5-tuples (i.e. data flows).
*** End change ***
*** Next change (all new text) ***
[bookmark: _Toc500949098][bookmark: _Toc92875661][bookmark: _Toc93070685][bookmark: _Toc148498833]6.X	Solution #n: MP-QUIC for stream multiplexing with UE in-band assistance for traffic differentiation
6.X.1	Key Issue mapping
This solution addresses KI#4.
6.X.2	Solution Description
It is possible to reduce the interactions between AF and 5GS and the 5GS internal signalling if the QoS requirements can be provided by AF to 5GC for traffic types (e.g. audio if audio media streams, video if video media streams…) rather than for each media stream data flow. In this solution, the UE provides in-band information to assist identification of the traffic type of the media stream (i.e. the Flow Type of the data flow). Once the Flow Type is known in 5GC, the 5GC can determine the AF QoS requirements that apply to the data flow.
Flow Types do not need be specified. They can be set by the application based on differentiation needs. They have to be aligned in the request by AF and in the application client request so that UE can include as in-band assistance information.
NOTE 1: If Flow Types are standardized, the network can be configured with QoS requirements corresponding to the Flow Type.
To allow the UE to provide in-band assistance information to 5GC, UPF implements MPQUIC proxy functionality and UE sets up a multipath QUIC connection with the MPQUIC proxy in UPF. 
To provide the assistance information for certain E2E data flow, the UE sends on the QUIC connection to the proxy in UPF a UDP proxying request (for simplicity, a CONNECT_UDP request in this clause) as specified in IETF RFC 9298 [z], RFC 9298 [z] allows an HTTP client to create a tunnel for UDP communications through an HTTP server that acts as a proxy (i.e. UPF). The UE requests proxying the XR service data flow including information to assist identification of the Flow Type of the data flow. 
The QoS rules for mapping to QoS flows in the UE refer to 5-tuples visible to the UE lower layers. With a UDP tunnel between UE and proxy in UPF, those are the 5-tuples of the UE – proxy QUIC connection. When an XR service needs to send a different media stream and the QUIC client sets a new E2E path for a new media stream (as described in Annex X (figure X-1)):
-    The UE also sets a new path in the QUIC connection to the proxy in UPF. 
-    The UE sends on this new path the CONNECT_UDP request for the new XR service data flow including information to assist identification of the data flow Flow Type.
There are several alternatives for how this in-band assistance information can be provided by the UE using the CONNECT_UDP request, including:
-    Implicitly:  using the parameters defined for the request in RFC 9298 [z] (e.g. authority) themselves based one some rules included in the UE configuration for UE in-band assistance sent by 5GS.
      One example of this option would be that 3GPP defines the URI template that the network provides to the UE.  The template (see RFC 6570) can be defined to be something like:
https://example.org/3gpp-xrm/udp/{host}/{port}/?flowtype={flowtype}
A UE making a connect request will populate the parameters in the URI template with concrete values, for instance:
https://example.org/3gpp-xrm/udp/example.com/443/?flowtype={audio}
This URI is then encoded into HTTP3 requests as follows: example.org goes into the :authority header, the rest of the URI, including the query component (i.e. the flowtype in above proposal) goes into the :path pseudo header.
-    Explicitly:  using a 3GPP defined extension (or an IETF defined extension if possible).
For example, 3GPP defines an HTTP header for assistance_info and registers the name with IANA. It is specified in 3GPP specifications to be used for the Flow Type.
When the CONNECT_UDP request is received in the proxy in UPF, the UPF extracts the assistance information and determines the Flow Type, it proceeds as in RFC 9298 [z] and, based on rules sent by SMF:
-     UPF includes the Flow Type in a data flow traffic detection report to SMF, so SMF can establish the QoS flow (if needed) and install QoS rules for the reported 5-tuple in UE and UPF. 
NOTE 2: optionally, the PDR matching conditions could also be enhanced with the Flow Type and UPF could then consider the Flow Type of a data flow during PDR matching procedure. 
The UPF implementation of the MP-QUIC functionality supports the UDP proxying extension defined in [y] which optimizes the proxying of QUIC connections: to avoid re-encapsulation and re-encryption, all XRM payload packets shall use forward mode defined in QUIC-Aware Proxying using HTTP [y]. 
See 6.X.3.1 for the procedure for the solution described above.
[bookmark: _Toc148498835]6.X.3	Procedures
In this procedure, the E2E XR service is using MPQUIC as described in Annex A. 
 


 
Figure 6.x.3-1: UE in-band assistance for Flow Type detection using CONNECT_UDP

Before the XR application starts sending data: 
a.  AF sends an AFsessionwithQoS request for the application (identified e.g. using App Id or AS1 Dst IP). AF provides QoS requirements for the Flow Type (e.g. audio, video). As a result, policies and rules are distributed to SMF and UPF. In this example, the rules to UPF request UPF to report to SMF detection of the application traffic data flows including the Flow Type that shall be derived from UE in-band assistance information provided to proxy in UPF.
b. The 5GS configures the UE to provide in-band assistance information for data flow Flow Type identification by means of the ePCO or Router Advertisement. 
NOTE 3: A UPF has been selected for the PDU Session that supports receiving in-band assistance information. A new capability can be defined for this that UPF includes in the NF profile in NRF and can be considered for UPF discovery. 
NOTE 4: No impacts have been identified on URSPs. 
An XR application in UE starts activity:
1.   The QUIC client in the UE, based on the 5GS configuration information received and the XR application initiated transmission request, sets up a QUIC connection with the MP-QUIC proxy in UPF. The QUIC client receives from the proxy in UPF the connection CIDs.
2.   The QUIC client sends a CONNECT_UDP request to the proxy in UPF. This request is according to [38], with the path field set to the FQDN or host, and the port, as in the E2E transport connection to the XR AS1. The request includes assistance information to identify the Flow Type corresponding to that first data flow. When received, the proxy in UPF prepares the proxying as requested and identifies the data flow Flow Type (e.g. Audio) based on the assistance information received, and optionally, local configuration.
3.   In UPF, the data flow to AS1 matches a PDU Session PDR with associated URR. UPF reports the data flow (5-tuple) to SMF including the data flow Flow Type.
4.   SMF interacts with PCF and determines the QoS requirements that apply to the detected data flow. SMF considers the policies for the session and the data flow report by UPF including the Flow Type. SMF establishes the QoS flow if needed (in this example, QoS1) and provides rules to UE and UPF that map the detected data Flow to that QoS Flow.
5.   The traffic starts between UE and AS1 on the E2E path.  The E2E interactions described in Figure X-1 are proxied by UPF according to [40]. The UL/DL traffic is mapped to the corresponding QoS Flow (in this example, QoS1). 
When XR application needs to start a new media stream (video in this example):
6. The UE selects a new path to the proxy in UPF and sets the path.
7. The UE sends the CONNECT_UDP request on that new path to the proxy in UPF to request to proxy the new E2E data flow to XR AS1 (with path set to FQDN or host, and port, as in the E2E path to XR AS1). UE includes assistance information to identify the Flow Type corresponding to the data flow. When received, the proxy in UPF prepares the proxying as requested and identifies the data flow Flow Type (e.g. Video) based on the assistance information received, and optionally, local configuration.
8.  In UPF, the new data flow to AS1 matches a PDU Session PDR with associated URR. UPF reports the data flow (5-tuple) to SMF, including the data flow Flow Type. 
9.  SMF interacts with PCF and determines the QoS requirements that apply to the detected data flow. SMF considers the policies for the session and the data flow report by UPF including the Flow Type. SMF establishes the QoS flow if needed (in this example, QoS2) and provides rules to UE and UPF that map the detected data Flow to that QoS Flow.
10. The new media stream traffic starts between UE and AS1 on the new E2E path.  The E2E interactions described in Figure X-1 are proxied by UPF according to [40]. The media stream UL/DL traffic is mapped to corresponding QoS Flow (in this example, QoS2). 
[bookmark: _Toc326248711][bookmark: _Toc510604409][bookmark: _Toc92875664][bookmark: _Toc93070688][bookmark: _Toc148498836]6.X.4	Impacts on services, entities and interfaces
Applicable where applications multiplex flows with different QoS needs in one single QUIC transport connection using different 5-tuples (e.g. using MPQUIC as described in 6.X.2.)
Impacts to support that AF can provide per Flow Type QoS requirements:
NRF//UPF/SMF: a new UPF capability to indicate support to receive UE in-band assistance information.
AF/NEF/PCF: consume/offer APIs enhanced to allow to request/serve QoS requirements for the data flow Flow Type;
PCF:  supports to provide PCC Rules to SMF including applications detection instructions for the Flow Type
SMF: supports to instruct UPF to report detection of data Flow with Flow Type derived from UE assistance information when it is received in-band; SMF supports to provide the UE with MP-QUIC proxy contact information with ePCO and Router Advertisement.
UPF: implements the MP-QUIC proxy functionality according to [x] and [y]. The proxy in UPF can extract information in CONNECT_UDP requests from the UE and can use this information to identify the data flow Flow Type and provide them in traffic detection reports to SMF.;
NOTE: optionally, the PDR matching conditions could also be enhanced with the Flow Type and UPF could then consider the Flow Type of a data flow during PDR matching procedure. 
UE: can use the 5GC MP-QUIC proxy based on 5GS provided configuration as described in 6.x.3 and can provide information to assist dentification of the data flow Flow Type; can receive the MP-QUIC proxy contact information in ePCO or Router Advertisement.
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