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Abstract: This paper proposes to add the conclusion section for KI#8 in FS_NG_RTC_Ph2 TR. 
1. Discussion
The evaluation and conclusion for KI#8 are proposed.
2. Text Proposal
[bookmark: _GoBack]It is proposed to capture the following changes vs. TR 23.700-77.
[bookmark: _Toc519004414][bookmark: _Toc517082226]* * * * First change * * * *
[bookmark: _Toc3469646][bookmark: _Toc25656938][bookmark: _Toc26287185][bookmark: _Toc27897949]7.x Evaluation Related to Key Issue #8
Six solutions were proposed for KI#8: #17, #23, #24, #25, #26, #27.
Solution #17 mainly proposes the following: 
-	Based on data channel architecture, a new NF called DAC is added to store Avatar representation, DAC is connected to XR AS. The XR AS download the user’s avatar representation using Avatar-id from DAC.
-	Three high level call flows are described which include: UE-A centric, network centric and UE-B centric. The decision of which call flow to be used is negotiated between UE-A, network and UE-B.
-	In the call flows, the XR AS downloads Avatar representation and sends to UE-A/UE-B/MF, UE-A/UE-B/MF performs media rendering based on the metadata generated locally or received from UE.
Solution #23 mainly proposes the following:
-	Based on data channel architecture, a new NF called Avatar Repository is added to store Avatar representation, the Avatar Repository is connected to DCSF. 
-	Introduces high level call flow of downloading avatar representation using BDC.
Solution #24 mainly proposes the following:
-	Based on data channel architecture, a new NF called Avatar Repository is added to store Avatar representation, the Avatar Repository is connected to DCSF. 
-	Introduces the transition between audio/video and avatar communication, and its signalling and media processing procedure are almost the same as solution #17.
Solution #25 mainly proposes the following:
-	Based on data channel architecture, a new NF called BAR is added to store Avatar representation, the BAR is connected to XR AS. 
-	A new reference point MC1 is added, which is used for instruction of service related media processing. 
-	Network-based avatar call flow is introduced, the XR AS instruct MF/MRF through DC4 and MC1 to perform avatar call related media processing, the MF/MRF downloads Avatar representation from BAR and performs media processing based on the metadata received. 
Solution #26 mainly proposes the following:
-	Based on data channel architecture, a new NF called DAR is added to store Avatar representation, the DAR is connected to MF and UE. 
-	Two high level call flows used in AR call are described which include: network centric and UE-B centric. In the UE-B centric mode, UE-B extract UE-A’s Avatar-id from the scene description. The other signalling and media processing procedure are almost the same as solution #17. 
Solution #27 mainly proposes the following:
-	Based on data channel architecture, a new NF called DAC is added to store Avatar representation, the DAC is accessed by NEF. 
-	This solution has defined the sending and receiving Avatar capability of the UE, this capability is negotiated between UE-A and UE-B during the avatar session establishment. Two different call flows are described according to the negotiation result, which include: 
-	No transcoding on MF/MRF if UE-B support this Avatar capability, UE-A and UE-B retrieval Avatar representation and animate the Avatar representation locally. 
-	Transcoding on MF/MRF when UE-B doesn’t support this Avatar capability, MF/MRF retrieval Avatar representation and animate the Avatar representation.
In the following table solutions are classified based on following categories:
-	The NF connect to DAC;
-	How the UE downloads the avatar model;
-	How the IMS network downloads the avatar model;
-	The NF controls the avatar service logic;
-	The role of animation and rendering the avatar;
	
	The NF connect to DAC
	How the UE downloads the avatar model
	How the IMS network downloads the avatar model
	The NF controls the avatar service logic
	The role of rendering the avatar

	Solution #17: Solution for support of IMS avatar communication using data channel
	XR AS
	ADC
	XR AS
	XR AS
	UE-A or MF/MRF or UE-B

	Solution #23: Download avatar representation in bootstrap data channel from avatar repository
	DCSF
	BDC
	N/A
	N/A
	N/A

	Solution #24: Transition Between Avatar and Audio/Video Communication
	DCSF
	ADC
	DCSF
	DCSF
	MF/MRF or UE-B

	Solution #25: Supporting network-based avatar communication by media capability invocation
	XR AS
	ADC
	MF/MRF
	XR AS
	MF/MRF

	Solution #26: Support for Avatars in AR Calls
	MF
	unclear
	unclear
	XR AS
	MF/MRF or UE-B

	Solution #27: Early capability negotiation for IMS Avatar Communication
	NEF
	NEF
	DCSF 
	DCSF
	UE-A or MF/MRF or UE-B



* * * * Second change * * * *
8.x Conclusions Related to Key Issue #8
The following conclusions are agreed for supporting IMS Avatar communication:
-	Avatar communication is implemented based on the data channel architecture. 
-	A new NF DAR is added to store Avatar representation and related data of users who subscribed this service. The DAR can be a device of the operator or a third-party device. DAR related interfaces are out of 3GPP scope.
-	The Avatar representation stored in the DAR should be accessed only for authorized UE.
-	The Avatar representation and metadata (such as action and facial expression data) are transmitted between the UE and the IMS network using data channel.
-	The Avatar representation can be animated and rendered by audio/video or metadata. This animation and rendering can be independently completed on UE, or collaboratively completed on the UE and IMS network through negotiation. 
-	The metadata media format and the negotiation procedure for Avatar representation animation and rendering should be further defined in SA4.
-	When network centric mode is used, the XR AS instructs Avatar communication service control instruction to the MF/MRF, the MF/MRF needs to support media processing, e.g. ASR/TTS/SLR/SSL, and Avatar animation and rendering.
* * * * End of changes * * * *
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