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1. Introduction
Six solutions were proposed for KI#8: #17, #23, #24, #25, #26, #27.
Solution #17 mainly proposes the following: 
-	Based on data channel architecture, a new NF called DAC is added to store Avatar representation, DAC is connected to XR AS. The XR AS download the user’s avatar representation using Avatar-id from DAC.
-	Three high level call flows are described which include: UE-A centric, network centric and UE-B centric. The decision of which call flow to be used is negotiated between UE-A, network and UE-B.
-	In the call flows, the XR AS downloads Avatar representation and sends to UE-A/UE-B/MF, UE-A/UE-B/MF performs media rendering based on the metadata generated locally or received from UE.
Solution #23 mainly proposes the following:
-	Based on data channel architecture, a new NF called Avatar Repository is added to store Avatar representation, the Avatar Repository is connected to DCSF. 
-	Introduces high level call flow of downloading avatar representation using BDC.
Solution #24 mainly proposes the following:
-	Based on data channel architecture, a new NF called Avatar Repository is added to store Avatar representation, the Avatar Repository is connected to DCSF. 
-	Introduces the transition between audio/video and avatar communication, and its signalling and media processing procedure are almost the same as solution #17.
Solution #25 mainly proposes the following:
-	Based on data channel architecture, a new NF called BAR is added to store Avatar representation, the BAR is connected to XR AS. 
-	A new reference point MC1 is added, which is used for instruction of service related media processing. 
-	Network-based avatar call flow is introduced, the XR AS instruct MF/MRF through DC4 and MC1 to perform avatar call related media processing, the MF/MRF downloads Avatar representation from BAR and performs media processing based on the metadata received. 
Solution #26 mainly proposes the following:
-	Based on data channel architecture, a new NF called DAR is added to store Avatar representation, the DAR is connected to MF and UE. 
-	Two high level call flows used in AR call are described which include: network centric and UE-B centric. In the UE-B centric mode, UE-B extract UE-A’s Avatar-id from the scene description. The other signalling and media processing procedure are almost the same as solution #17. 
Solution #27 mainly proposes the following:
-	Based on data channel architecture, a new NF called DAC is added to store Avatar representation, the DAC is accessed by NEF. 
-	This solution has defined the sending and receiving Avatar capability of the UE, this capability is negotiated between UE-A and UE-B during the avatar session establishment. Two different call flows are described according to the negotiation result, which include: 
-	No transcoding on MF/MRF if UE-B support this Avatar capability, UE-A and UE-B retrieval Avatar representation and animate the Avatar representation locally. 
-	Transcoding on MF/MRF when UE-B doesn’t support this Avatar capability, MF/MRF retrieval Avatar representation and animate the Avatar representation.
In summary, solution #17, solution #25 have similar call flow for network centric Avatar communication. The call flows for network centric and UE-B centric defined in solution #26 are almost the same as solution #17. The call flow in solution #24 are the same as solution #17. Solution #23 and #27 only focus on partial call flow of the Avatar communication.
This paper proposes to update solution #25 by merging solution #17 with the following changes to propose a comprehensive solution for IMS Avatar Communication:
-	Adds the clause 6.25.2.2 for UE-A centric call flow, which is copied from clause 6.17.2.2 of solution #17, and delete the media rendering negotiation and media-renegotiation procedure because this UE-A centric mode doesn’t need IMS network to perform avatar animation and rendering. 
-	Updates the clause 6.25.2.1 to add the animation and rendering negotiation procedure which was defined in clause 6.17.2.1 of solution #17, before application data channel establishment between UE-A and network. 
2. Text Proposal
[bookmark: _GoBack]It is proposed to capture the following changes vs. TR 23.700-77.
* * * * First change * * * *
[bookmark: _Toc7612][bookmark: _Toc11665][bookmark: _Toc22214900][bookmark: _Toc148590856][bookmark: _Toc23254033][bookmark: _Toc157759396][bookmark: _Toc7162]3.1	Terms
For the purposes of the present document, the terms given in TR 21.905 [1], in TS 23.501 [2] , in TS 23.228 [5] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1], in TS 23.501 [2] or in TS 23.228 [5].
Animated Avatar: Rendered Avatar representation by performing animation based on the user physical data (e.g. facial expression, body movement information) during the Avatar communication.
Automatic Speech Recognition: Automatic Speech Recognition, also known as ASR, is the use of Machine Learning (ML) or Artificial Intelligence (AI) technology to process human speech into readable text.
Avatar media: The Avatar media is a media stream (e.g., video) that includes the animated Avatar.
Avatar metadata: The avatar metadata includes sensing data, e.g., action and facial expression, that can be used for Avatar animation and rendering
Avatar-id: Avatar-id is an identifier that can be used to access the Avatar representation. The Avatar-id can be an integer, a string, a UUID, or a URI (URN or URL).
Avatar representation: The digital representation associated with a user in Avatar communication.Avatar representation is the 2D/3D representational content/model of an Avatar stored in a file, which can be accessed via an Avatar-id. The Avatar representation may corresponds to the face, the full body, or a portion of the body. Additional data can be associated with the Avatar representation, e.g., format, resolution, access/usage rights & time, date of creation, licensing, etc.
Data channel multiplexing: When multiple data channels are used in an IMS session, the UE and IMS network support transporting streams of multiple data channels in the same SCTP connection.
Data channel de-multiplexing: When the streams of different data channels multiplexed in the same SCTP connection have different remote endpoints, e.g. two streams for different application in the UE, or one application data channel to the UE and one application data channel to the DC application server, the UE and IMS network terminates the multipelxingmultiplexing of these streams and forks different streams to corresponding remote endpoints.
IMS Avatar Communication: The communication between two or more users using Avatar representation associated with the user based on IMS architecture.
Gesture: A change in the pose that is considered significant, i.e. as a discriminated interaction with a mobile metaverse service.
NOTE 2:	This definition was taken from TS 22.156 [9].
Sign Language Recognition: Sign Language Recognition is a computer vision and natural language processing task that involves automatically recognizing and translating sign language gestures into written or spoken language.
Speech to Sign Language: Speech to Sign Language is to translate spoken speech into video sign language.

* * * * Second change * * * *
[bookmark: _Toc96971241][bookmark: _Toc24519]6.25	Solution #25: Supporting network-based avatarAvatar Communication by media capability invocation
[bookmark: _Toc22064][bookmark: _Toc96971242]6.25.1	Description
[bookmark: _Toc2618]6.25.1.1	General
This solution defines the solution foraddresses KI#8: Support of network-basedIMS avatarAvatar Communication.
The main principles of this solution are:
-	Avatar communication is implemented based on the data channel architecture.
-	The solution has minimal impact to IMS architecture and procedures. 
-	The Avatar representation should be accessed only by authorized UE. 
-	The Avatar representation animation and rendering can be independently completed on UE, or collaboratively completed on the UE and its IMS network through negotiation (network centric mode). 
-	The metadata media format and the negotiation procedure for Avatar representation animation and rendering is  defined in SA4.
-	When network centric mode is used, the MF/MRF should support Avatar communication related media processing, Avatar animation and rendering under the control of the XR AS.

This solution includes the following procedures addressing the following aspects that defined in the KI#8:
-	Study how to enable transcoding between speech and gesture (or text) in an IMS Avatar communicationNetwork centric mode: When the UE detects that its capabilities are not sufficient to meet the Avatar communication requirement, the UE initiates a negotiation to request the IMS network to support the Avatar media processing. The IMS network allocates Avatar media resources and performs Avatar communication related media processing and Avatar animation/rendering function based on the audio/video and/or metadata received from the UE. Once processing is completed, the IMS network sends the rendered Avatar media to UE.
-	Study how to enable UE based and network-based rendering in case of IMS Avatar communicationUE centric mode: the UE downloads Avatar representation from its IMS network through application data channel and performs Avatar communication related media processing and Avatar animation/rendering function based on the metadata generated locally or received from peer.
Editor’s Note: A better description of the overall solution is FFS.
[bookmark: _Toc6454]6.25.1.2	Architecture




Figure 6.25.1.2-1: Architecture to support network-based Aavatar communication
To support IMS avatarAvatar communication, the architecture is enhanced as follows:
Digital Asset Repository (DAR)Base Avatar Repository (BAR):
-	The Digital Asset Repository is used to store and retrieve the avatar modelsrepresentations. BAR the DAR can be inside the PLMN, e.g., a new network function, or outside the PLMN, e.g., a webserver of the 3rd party provider.
NOTE 1: The BAR DAR can be co-located with the DCAR or deployed as standalone.
XR Application Server (XR AS):
[bookmark: _Hlk152330050]-	The XR Application Server is responsible for service control related to avatar communication, including avatar communication session media control and so on.
MF/MRF:
-	Supports media processing, e.g. ASR/TTS/SLR/SSL, under the service control of XR AS.
-	Supports avatar animation and rendering, under the service control of XR AS.
NOTE 2:	The MF/MRF media processing capabilities need to be aligned further with the outcome of the FS_AVATAR study in SA4.

[bookmark: _Toc153791583][bookmark: _Toc22567]6.X.1.3	Reference points
The following reference points areis added to support avatarAvatar communication service in IMS:
-	MC1:	Reference point between the DCSF and the MF/MRF, XR AS uses the DC4 and MC1 to instruct MF/MRF to perform service related media processing.
-	DCx:	Reference point between XR AS and BARDAR.
[bookmark: _Hlk161822226]NOTE:	The DCx is out of scope of 3GPP SA2.
The MC1 reference point is used by DCSF to instruct MF the specific media capabilities will be used in a avatar communication.
Editor’s Note: The description of MC1 is FFS. The service and operation of MF to support MC1 is FFS.
[bookmark: _Toc20506][bookmark: _Toc96971243]6.25.2	Procedures
[bookmark: _Toc8350]6.25.2.1	Network-based centric procedure for IMS avatar communication


  
Figure 6.25.2.1-1: Procedures of network-based centric IMS avatar communication
Figure 6.25.2.1-1 depicts a typical call flow procedure of network-based centric IMS avatar communication. The main steps in the call flow are as follows:
01. IMS session and bootstrap data channel has been established, and UE#1 has downloaded and run the avatarAvatar communication application.
2. UE#1 requests network animation and rendering of an Avatar intended to use for the call. The decision to request network assistance is based on its status such as power, signal, computing power, internal storage, etc. UE#1 selects the Avatar-id of the Avatar.
NOTE1:	How the UE#1 is provisioned with or is aware of the Avatar-id is out of 3GPP scope.
3. UE#1 performs the animation and rendering negotiation with the XR AS. The negotiation includes usage of the Avatar-id.
NOTE2:	The negotiation procedure needs to be further defined in SA4, cooperation with SA4 is needed.
14. If the negotiation result is successful in step 3, UE#1 sends a re-INVITE with an updated SDP request to the IMS network to establish application data channel.
25. IMS AS selects and notifies the DCSF about the session event and data channel establishment request, DCSF identifies the application id contained in the request and transfers the request to XR AS.
63. XR AS instructs DCSF to send a media instruction request to IMS AS, the request includes service type (avatarAvatar call), dc media specification and possibly audio/video media specification according to the avatarAvatar call service requirement.
47. IMS AS selects a MF/MRF instance that support avatarAvatar call related media transcoding and animation/rendering according to the service type. 
58. IMS AS requests to MF/MRF to allocate ADC media resource, audio/video media resources if required.
69. IMS AS notifies the media instruction response to DCSF. DCSF sends the response to XR AS.
710. The XR AS/DCSF replies to the notification received in step 25.
811. IMS AS sends the re-INVITE to remote network and UE#2 via S-CSCF, which includes ADC media information, audio/video media information in the SDP.
912. UE#2 and terminating network returns a 200 OK response with SDP answer for ADC and audio/video.
10. IMS AS notifies the session event to DCSF and updates the media resources on MF/MRF. DCSF notifies XR AS after receiving notification from IMS AS.
11. IMS AS sends 200 OK response to UE#1 via S-CSCF, the response includes the SDP answer for ADC and audio/videoUE#2, IMS network and UE#1 finish the E2E media re-negotiation, to anchor UE#1 and UE#2’s audio/video to MF/MRF, and to establish P2A application data channel(s) between UE#1 and MF/MRF, UE#2 and MF/MRF.
1213. Application data channel(s) are established between UE#1 and MF/MRF, UE#2 and MF/MRF.
13-14. XR AS sends service media control request to MF/MRF through DCSF via DC4 and MC1, MR/MRF will perform transcoding and animation/rendering functions based on this request.
Takinge Avatar animation and rendering as an example, the main parameters required include:
-	Drivien method: driving method, such as facial landmarkexpression, audio, video.
-	Avatar Typetype: Base avatarAvatar type, such as 2D, 3D.
-	UE Identity: The serving UE’s identity.
-	Avatar-id: AvatarUR-id information obtained by XR AS from BARDAR, which Avatar to use is based on the instruction from the user through application data channel or configured in XR AS. This is service specific and will not be specified in SA2.
Editor's Note: The parameters in the service media control request can be transparent transmission for DCSF, which can be negotiated between the XR AS and MF/MRF, the above parameters are for reference only.
Editor’s Note: How XR AS and DCSF can invocate the specific media capability for a specific session is FFS.
NOTE 3:		The XR AS will know which Avatar representation to use based on the service-specific information exchange between XR AS and UE through established application data channel in step 132.
15. MF/MRF downloads avatarAvatar model representation from DAR using the Avatar-idURL and UE Identity received from step 14.
16. UE#1 sends metadata (such as facial expression) through the established application data channel, and/or audio/video stream over RTP, to the MF/MRF.
17. UE#2 sends metadata (such as FOV) through the established application data channel, and/or audio/video stream over RTP, to the MF/MRF.
18. MF/MRF may performs media transcoding such as ASR/TTS/SLR/SSL, etc., and MF/MRF Avatar animation/rendersing the avatar based on the transcoding result or the metadata received from application data channel.
19-20. MF/MRF sends the avatarAvatar video streammedia and/or generated metadata (such as text) to UE#2, and sends the avatarAvatar video streammedia and/or generated metadata (such as text) to UE#1 if required.
6.25.2.2	UE centric procedure for IMS Avatar communication


Figure 6.25.2.2-1: Procedures of UE centric IMS Avatar communication
Figure 6.25.2.2-1 depicts a typical call flow procedure of UE centric IMS Avatar communication. The main steps in the call flow are as follows:
1. IMS session and bootstrap data channel have been established, and UE#1 has downloaded and run the Avatar communication application.
2. Application data channel(s) are established between UE#1 and MF/MRF, UE#1 and UE#2.
3. UE#1 requests MR/MRF to download Avatar representation using Avatar-id and UE identity through the established application data channel, the MF/MRF transfer the request to XR AS.
NOTE1:	How the UE#1 is provisioned with or is aware of the Avatar-id is out of 3GPP scope.
4-5. The XR AS requests DAR to download Avatar representation using Avatar-id and UE identity, the DAR responds with Avatar.
6. The XR AS responds with Avatar to MF/MRF, MF/MRF sends it to UE#1.
7. UE#2 may send metadata (such as FOV data) to UE#1 through the established application data channel.
8. UE#1 may perform media transcoding such as ASR/TTS/SLR/SSL, and Avatar animation/rendering based on the transcoding result or the metadata which is generated locally and received from application data channel.
9. UE#1 transmits the rendered Avatar media over RTP to UE#2.
[bookmark: _Toc96971244][bookmark: _Toc16873]6.25.3	Impacts on Existing Nodes and Functionality
XR AS impact:
-	Support the subscription of avatarAvatar communication service and session control for avatarAvatar communication service.
DCSF impact:
-	Support identification the service media control request and send to MF/MRF.
IMS AS impact:
-	Support selecting a MF/MRF instance for avatarAvatar call based on the service type.
MF/MRF impact:
[bookmark: _Hlk162448014]-	Support AI-based media processing, e.g. ASR/TTS/SLR/SSLincluding ASR/TTS/SLR/SSL and so on, under the service control of XR AS.
[bookmark: _Hlk162448047]-	Support avatarAvatar animation and rendering, under the service control of XR AS.
[bookmark: _Toc519004414]
* * * * End of changes * * * *
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