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Abstract of the contribution: Proposal for a new solution for KI#2, Procedure for VFL initiation and procedure for VFL sample and feature alignment 
Discussion 
Vertical Federated Learning (VFL) allows multiple FL participants (e.g., NWDAF containing MTLF) that have access to different data attributes (e.g., features and labels) of the same data samples (e.g., user) to jointly train an ML model. To prepare the training data, VFL not only needs to identify the common data samples shared by all VFL participants (sample alignment) but also how to vertically divide the data features (feature alignment). While the data alignment for 3GPP VFL depends on the use case or the specific analytics ID, an efficient data alignment solution should be generic enough to be applicable to different analytics IDs. For example, observed service experience analytics ID, within 5GC domain, requires input data from AMF, SMF and UPF. In one approach, VFL participants in 5GC can perform VFL training based on AMF, SMF and UPF data together (Figure 1). In another approach, multiple VFL participants can be leveraged in 5GC while each VFL participant can perform VFL training based on different NF type (Figure 2). 
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Figure 1: Domain based feature partitioning between AF domain and 5GC for VFL.
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Figure 2: NF type-based feature partitioning within 5GC.

This paper first proposes a procedure for VFL initiation which may include steps for identifying whether VFL is needed, VFL active participant discovery, and VFL passive participant discovery. The proposed procedure can be applicable to VFL preparation for cross domain VFL (between 5GC and AF) and/or VFL within 5GC. 
This paper also proposes a new procedure for sample and feature alignment for the aspect of “How to support sample and feature alignment among the participating network entities when performing VFL.”.
The main principles of the proposed solution include:
· The procedure for VFL initiation and also procedure for sample and feature alignment should be re-used for both VFL in 5GC and VFL between 5GC and AF, i.e., the procedure is designed based on VFL Active/Passive participant (Server/Client) roles while these VFL participants may be located in 5GC or AF domain. 
· The procedure for VFL sample and feature alignment is performed after VFL active/passive participant discovery. 
· Sample and feature alignment is performed by Active participant prior to data collection by passive participants. This eliminates unnecessary data collection by passive participants, i.e., a passive participant may not collect data samples for a feature which is not needed for its model training. 

Proposal
It is proposed to capture below solution in TR 23.700-84.
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Table 6.0-1: Mapping of Solutions to Key Issues and Use Cases
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[bookmark: _Toc500949099][bookmark: _Toc92875662][bookmark: _Toc93070686][bookmark: _Toc157534624][bookmark: _Toc157606522]6.X.1	Description
Two separate procedures are proposed for VFL initiation as well as for VFL sample and feature alignment. 
The main principles of the proposed procedures include:
-	The procedure for VFL initiation and also procedure for sample and feature alignment can be re-used for both VFL within 5GC and VFL between 5GC and AF, i.e., the procedure is designed based on VFL Active/Passive participant (Server/Client) roles while these VFL participants may be located in 5GC or AF domain. 
[bookmark: _Hlk161400458]-	The procedure for VFL sample and feature alignment is performed after VFL active/passive participant discovery. 
-	Sample and feature alignment is performed by Active participant prior data collection by passive participants. This eliminates unnecessary data collection by passive participants, i.e., a passive participant may not collect data samples for a feature which is not needed for its model training. 
[bookmark: _Toc157747896]6.X.2	Procedures
6.x.2.1 Procedure for VFL initiation and preparation
1. [bookmark: _Hlk161403621]ML model training consumer, which may be located in 5GC or AF domain, may send a ML model training request to NWDAF containing MTLF.
NOTE 1: When either of VFL active or passive participant is an untrusted AF, NEF is involved in the interactions between active and passive participants. 
2. NWDAF containing MTLF may determine VFL is needed if it is indicated in the ML training request from ML model training consumer,  corresponding analytics ID requires cross domain ML training between 5GC and AF, and/or ML model training corresponds to a use case for VFL within 5GC.
3. NWDAF containing MTLF may discover and select VFL active participant from NRF by invoking the Nnrf_NFDiscovery_Request service operation. The following criteria might be used: Analytic ID of the required ML model, VFL capability Type (i.e., VFL active participant), service Area, data availability by the active VFL participant (active VFL participant should own the data labels). For cross domain VFL between 5FC and AF, VFL active participant may be located in AF domain.
Editor’s Note: Details for VFL active participant registration procedure are FFS.
4. NWDAF containing MTLF may send a VFL initiation request to VFL active participant. Existing Nnwdaf_MLModelTraining_Subscribe or Nnwdaf_MLModelTrainingInfo_Request may be enhanced/re-used for interactions between NWDAF containing MTLF and VFL active participant. 
5. VFL active participant may discover VFL passive participant(s) from NRF by invoking the Nnrf_NFDiscovery_Request service operation. For cross domain VFL between 5FC and AF, VFL passive participant(s) may be located in AF domain.
Editor’s Note: Details for VFL passive participant(s) registration procedure are FFS.
6. VFL preparation including sample and feature alignment may be performed between VFL active participant and VFL passive participant(s). Sample and feature alignment may depend on data samples available at VFL active participant and also feature dimension of VFL passive participant(s).
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[bookmark: _Toc157747897]Figure 6.X.2.1-1: Procedure for VFL initiation.


6.x.2.2 Procedure for VFL sample and feature alignment 
1. VFL active participant may determine a list of required features and target samples for VFL training. The criteria used at this step may include: Analytics ID of the requested ML model, data features for which active participant owns data labels, corresponding NF type(s) or instances of the requested analytics ID, recent data collection operations and/or ML Model Interoperability information.
2. VFL active participant send the list of required features and target samples to VFL passive participants. Existing Nnwdaf_MLModelTraining_Subscribe or Nnwdaf_MLModelTrainingInfo_Request service operations may be enhanced to include feature and sample information for interactions between VFL active participant and VFL passive participants. 
3. VFL passive participants may determine a list of supported features and samples. A passive VFL participant may determine the list of supported features (a subset of  the list of required features shared by active participant) and the list of supported samples (a subset of target samples shared by active participant) based on the list of required features and target samples received from the active participant, its available data, corresponding NF type(s) or instances of the requested analytics ID, recent data collection operations, and ML Model Interoperability information.
4. VFL passive participants may send the list of their supported features and samples to VFL active participant. 
5. Based on supported feature of each passive participant (feature dimension of each passive participant), VFL active participant may decide how to partition data features between passive participants and assigns a subset of features to each passive participant. A passive participant may be excluded from VFL training if the list of its supported feature has zero overlap with the list of required features. As the 3GPP specified analytics IDs require input data from different domains including 5GC and AF, a domain based feature selection for cross domain VFL can be used where each domain performs VFL training based the data owned by that domain (i.e., AF performs VFL training based on AF data and 5GC performs VFL training based on 5GC data). However, within each domain also, it is important to decide how to vertically divide data features among  multiple VFL participants. For example, observed service experience analytics ID, within 5GC domain, requires input data from AMF, SMF and UPF. In one approach, VFL passive participants may perform VFL training based on AMF, SMF and UPF data together. In another approach, each VFL passive participant may perform VFL training based on different NF type. 
6. VFL active participant may perform sample alignment by identifying overlap/intersection of supported samples of all VFL passive participant. A VFL passive participant may be excluded from VFL training if the list of its supported samples has zero or very little overlap with supported samples of other VFL passive participants. 
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Figure 6.X.2.2-1: Procedure for VFL sample and feature alignment. 



6.X.3	Impacts on services, entities and interfaces
NWDAF containing MTLF:
-	Determine VFL is needed;
-	Support VFL active/passive participant capability;
-    Support VFL sample and feature alignment. 
Editor’s Note: Details for impacts on other services, entities (including NRF and NEF) and interfaces are FFS.
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