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Abstract of the contribution: This paper proposes to update Solution#24.
1 Introduction
Solution #24: Transition Between Avatar and Audio/Video Communication was captured in TR 23.700-77.
2 Proposal
Soution#11 was agreed for one of the solutions for KI#8: Support of IMS Avatar Communication.
This paper proposes to update Sol#24 with consideration of the case that the network triggers the transition between avatar and Audio/video communication.
* * * * First change * * * *
[bookmark: _Toc160808866]6.24	Solution #24: Transition Between Avatar and Audio/Video Communication
[bookmark: _Toc160808867]6.24.1	Description
Two UEs can communicate with each other through either audio/video communication or Avatar communication. If one UE wants to switch from one of the communication modes to another, the UE triggers the negotiation with DCSF and peer UE for the Avatar media and establishes data channel. Media Function fetches Avatar representation from Avatar Repository. If peer UE is responsible for the rendering of Avatar representation, Media Function sends Avatar representation to peer UE.
UE captures sensing data of the user e.g. facial expressions data, body motion data and sends Avatar data (i.e. sensing data) to Media Function through data channel. Media Function renders the Avatar representation for the user based on the Avatar data received and sends rendered Avatar representation to peer UE. Peer UE displays the rendered Avatar representation to user. When peer UE is responsible for the rendering of Avatar representation, Media Function transfers Avatar data to peer UE; and peer UE renders the Avatar representation and displays to user.
[bookmark: _Toc160808868]6.24.2	Architecture for Avatar Communication
Figure 6.24.2-1 depicts architecture for Avatar communication.


Figure 6.24.2-1: Architecture for Avatar communication
Avatar communication architecture is based on the Data Channel architecture as specified in clause AC.2.1 in TS 23.228 [5].
In the architecture, new added functional entities include:
-	Media Function:
-	Support rendering Avatar representation based on received Avatar data;
-	Support retrieving Avatar representation from Avatar repository.
-	Avatar Repository:
-	Support storing Avatar representation.
In the architecture, enhanced functional entities include:
-	DCSF:
-	Manage bootstrap data channel and (if applicable) application data channel resources at Media Function via the IMS AS for Avatar communication.
-	IMS AS:
-	Interact with the DCSF and accordingly interact with the Media Function for data channel media resource management in Avatar communication.
In the architecture, the new added interfaces include:
-	Interface between DCSF and Avatar Repository.
[bookmark: _Toc160808869]6.24.3	Procedures
[bookmark: _Toc160808870]6.24.3.1	Transition from audio/video communication to Avatar communication
Figure 6.24.3.1-1 depicts a flow diagram for transition procedure from audio/video communication to Avatar communication.


Figure 6.24.3.1-1: Transition procedure from audio/video communication to Avatar communication
Editor's note:	The Figure 6.24.3.1-1 may be restructured to reflect different Avatar rendering options.
The steps in the transition procedure are as follows:
0.	UE A has audio/video communication with UE B.
1.	UE A exchanges audio/video media with UE B through a Media Resource Function (MRF) or directly over RTP.
2.	UE A decides to switch the communication from audio/video to Avatar communication mode.
3.	UE A interacts with DCSF and UE B to negotiate the Avatar media and establish data channel.
[bookmark: MCCTEMPBM_00000008]	This step is similar to Person-to-Person application Data Channel set up procedure as specified in clause AC.7.2.1 of TS 23.228 [5].
Editor's note:	The detail interaction between UE and DCSF for establishment of Avatar communication through Data Channel is FFS.
4.	DCSF fetches Avatar representation from Avatar Repository and sends it to Media Function.
	Avatar representation is specific for the user of UE A; it can be pre-configured in Avatar Repository or uploaded by the user.
4'.	Media Function sends Avatar representation to UE B.
	This step (4') is optional. Step 4' is performed only when UE B is responsible for the rendering of Avatar representation. The Avatar representation is a raw Avatar representation sent from Media Function to UE B.
NOTE:	The negotiation of Avatar rendering responsibility (Media Function or UE) will be specified by SA4.
5.	UE A captures sensing data of the user e.g. facial expressions data, body motion data.
6.	UE A sends Avatar data (i.e. sensing data) to Media Function through data channel.
7a.	Media Function uses the Avatar representation received at step 4 to render the Avatar representation based on the Avatar data received.
8a.	Media Function sends rendered Avatar representation to UE B through data channel.
	If step 4' is performed, step 7a and 8a will not be performed because UE B will render the Avatar representation of the user based on the Avatar data (which the Media Function sends to UE B) and based on the raw Avatar representation received by UE B at step 4'. In this option, UE B is responsible for the rendering of Avatar representation and Step. 4' is performed, then:
7b.	Media Function transfers Avatar data to UE B.
8b.	UE B renders the Avatar representation for user based on the Avatar data received.
9.	UE B displays rendered Avatar representation to user.
10.	UE B also sends its Avatar representation to UE A through Media Function; and the video between two UEs is stopped.
Editor's note:	Further clarifications on the call flow are FFS.
[bookmark: _Toc160808871]6.24.3.2	Transition from Avatar communication to audio/video communication
Figure 6.24.3.2-1 depicts a flow diagram for transition procedure from Avatar communication to audio/video communication.

 
Figure 6.24.3.2-1: Transition procedure from Avatar communication to audio/video communication
The steps in the transition procedure are as follows:
0.	UE A has Avatar communication with UE B.
1.	UE A exchanges Avatar media (i.e. Avatar representation) with UE B transferred by Media Function through data channel.
2.	UE A decides to switch the communication from Avatar to audio/video mode.
3.	UE A negotiates with UE B for exchanging video media between UE A and UE B.
4.	UE A exchanges video media with UE B through MRF or directly over RTP.
	The video media in step. 3 and 4 is the real video of users and is captured by the camera of UEs, rather than Avatar media.
5.	UE A negotiates with DCSF and UE B to stop exchanging Avatar media and may release data channel.
6.24.3.X	Network triggered transition between Avatar communication and audio/video communication
[bookmark: _GoBack]During QoS flow set up procedure for the IMS DC session for Avatar communication, the PCF can be subscribed by P-CSCF to notify about the QoS requirements for Avatar communication is not fulfilled but QoS requirements for audio and/or video communication is fulfilled, so the transition from Avatar to audio/video is needed. When this event is notified to P-CSCF, then the transition procedure described in clause 6.24.3.1 can be triggered to the UE.
The recovery from the audio/video to the avatar communication can be triggered, by subscribing the PCF to notify about the QoS requirements for Avatar communication becomes fulfilled, so the transition from audio/video to Avatar is available. When this event is notified to P-CSCF, then the transition procedure described in clause 6.24.3.2 can be triggered to the UE.
The event subscription from P-CSCF to PCF and the notification can be performed by using Npcf_PolicyAuthorization Subscribe service described in clause 5.2.5.3.6 of TS 23.502 [3].

[bookmark: _Toc160808872]6.24.4	Impacts on Existing Nodes and Functionality
UE:
-	Support capturing sensing data of users and sending it as Avatar data to Media Function;
-	Support displaying Avatar representation.
-	Optionally support rendering Avatar representation.
Media Function:
-	Support rendering Avatar representation based on received Avatar data;
-	Support retrieving Avatar representation from Avatar repository.
Avatar Repository:
-	Support storing Avatar representation.
DCSF:
-	Manage bootstrap data channel and (if applicable) application data channel resources at Media Function via the IMS AS for Avatar communication.
IMS AS:
-	Interact with the DCSF and accordingly interacts with the Media Function for data channel media resource management in Avatar communication.
* * * * End of changes * * * *
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