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Abstract: This paper proposes to add network-based solution for supporting avatar communication in FS_NG_RTC_ph2 TR.
1. Introduction
This paper proposes solutions according to the WT#5 of the NG_RTC_Ph2 SID.
2. Text Proposal
It is proposed to capture the following changes vs. XX.
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3	Definition, symbols and abbreviations
[bookmark: _Toc22214900][bookmark: _Toc23254033][bookmark: _Toc11665][bookmark: _Toc7612][bookmark: _Toc148590856][bookmark: _Toc157759396]3.1	Terms
For the purposes of the present document, the terms given in TR 21.905 [1], in TS 23.501 [2] , in TS 23.228 [5] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1], in TS 23.501 [2] or in TS 23.228 [5].
Automatic Speech Recognition: Automatic Speech Recognition, also known as ASR, is the use of Machine Learning (ML) or Artificial Intelligence (AI) technology to process human speech into readable text.
Avatar: A digital representation specific to media that encodes facial (possibly body) position, motions and expressions of a person or some software generated entity.
NOTE 1:	This definition was taken from TS 22.156 [9].
IMS Avatar Communication: The communication between two or more users using Avatar representation associated with the user based on IMS architecture.
Gesture: A change in the pose that is considered significant, i.e. as a discriminated interaction with a mobile metaverse service.
NOTE 2:	This definition was taken from TS 22.156 [9].
Sign Language Recognition: Sign Language Recognition is a computer vision and natural language processing task that involves automatically recognizing and translating sign language gestures into written or spoken language.
Speech to Sign Language: Speech to Sign Language is to translate spoken speech into video sign language.
3.3	Abbreviations
For the purposes of the present document, the abbreviations given in TR 21.905 [1], in TS 23.501 [2] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1] or in TS 23.501 [2].
3PCC	3rd Party Call Control
API	Application Programming Interface
ASR	Automatic Speech Recognition
BAR	Base Avatar Repository
CAPIF	Common API Framework
DAC	Digital Asset Container
DC	Data Channel
DCSF	Data Channel Signalling Function
IMS	IP Multimedia Subsystem
IMSEF	IMS Exposure Function
MF	Media Function
NEF	Network Exposure Function
NF	Network Function
OIP	Originating Identification Presentation
OMA	Open Mobile Alliance
SLR	Sign Language Recognition
SSL 	Speech to Sign Language
TTS	Text To Speech
UUID	Universally Unique Identifier
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Table 6.0-1: Mapping of Solutions to Key Issues
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[bookmark: _Toc22214909][bookmark: _Toc23254042][bookmark: _Toc96971242][bookmark: _Toc500949099]6.X.1	Description
[bookmark: _Toc500949101]6.X.1.1	General
[bookmark: _Toc22214910]This solution defines the solution for network-based avatar communication addressing the following aspects that defined in the KI#8:
-	Study how to enable transcoding between speech and gesture (or text) in an IMS Avatar communication.
-	Study how to enable UE based and network-based rendering in case of IMS Avatar communication.
6.X.1.2	Architecture



Figure 6.x.1.2-1: Architecture to support network-based avatar communication

To support IMS avatar communication, the architecture is enhanced as follows:
Base Avatar Repository (BAR):
-	The Base Avatar Repository is used to store and retrieve the avatar models. BAR can be inside the PLMN, e.g., a new network function, or outside the PLMN, e.g., a webserver of the 3rd party provider.
Note1: The BAR can be co-located with DCAR or deployed standalone.
XR Application Server (XR AS):
[bookmark: _Hlk152330050]-	The XR Application Server is responsible for service control related to avatar communication, including avatar communication session media control and so on.
MF/MRF:
-	Support AI-based media processing including ASR/TTS/SLR/SSL and so on, under the service control of XR AS.
-	Support avatar animation and rendering, under the service control of XR AS.
Note2: The MF/MRF media processing capabilities need to be aligned further with FS_AVATAR in SA4.
[bookmark: _Toc153791583]6.X.1.3	Reference points
The following reference point is added to support avatar communication service in IMS:
-	MC1:	Reference point between the DCSF and the MF/MRF.

[bookmark: _Toc96971243][bookmark: _Toc23254043]6.X.2	Procedures
[bookmark: _Toc326248711][bookmark: _Toc22214911][bookmark: _Toc510604409]6.X.2.1	Network-based procedure for avatar communication


Figure 6.x.2.1-1: Procedures of network-based avatar communication
Figure 6.x.2.1-1 depicts a typical call flow procedure of network-based avatar communication. The main steps in the call flow are as follows:
0. IMS session and bootstrap data channel has been established, and UE#1 has downloaded and run the avatar communication application.
1. UE#1 sends a re-INVITE with an updated SDP request to the IMS network to establish application data channel.
2. IMS AS selects and notifies the DCSF about the session event and data channel establishment request, DCSF identifies the application id contained in the request and transfers the request to XR AS.
3. XR AS/DCSF sends a media instruction request to IMS AS, the request includes service type (avatar call), dc media specification and possibly audio/video media specification according to the avatar call service requirement.
4. IMS AS selects a MF/MRF instance that support avatar call related media transcoding and rendering according to the service type. 
5. IMS AS requests to MF/MRF to allocate ADC media resource, audio/video media resources if required.
6. IMS AS notifies the media instruction response to DCSF/XR AS.
7. The XR AS/DCSF replies to the notification received in step 2.
8. IMS AS sends the re-INVITE to remote network and UE#2 via S-CSCF, which includes ADC media information, audio/video media information in the SDP.
9. UE#2 and terminating network returns a 200 OK response with SDP answer for ADC and audio/video.
10. IMS AS notifies the session event to DCSF/XR AS and updates the media resources on MF/MRF.
11. IMS AS sends 200 OK response to UE#1 via S-CSCF, the response includes the SDP answer for ADC and audio/video.
12. Application data channel(s) are established between UE#1 and MF/MRF, UE#2 and MF/MRF.
13-14. XR AS sends service media control request to MF/MRF through DCSF via DC4 and MC1, MR/MRF will perform transcoding and rendering functions based on this request.
Take Avatar rendering as an example, the main parameters required include:
Drvien method: driving method, such as facial landmark, audio, video.
AvatarType: Base avatar type, such as 2D, 3D.
Avatar URL: Avatar URL information obtained by XR AS based on user subscription data
Editor's note: The parameters in the service media control request can be transparent transmission for DCSF, which can be negotiated between the XR AS and MF/MRF, the above parameters are for reference only.
15. MF/MRF downloads avatar model using the Avatar URL received from step 14.
16. UE#1 sends metadata through the established application data channel, and/or audio/video stream over RTP, to the MF/MRF.
17. UE#2 sends metadata through the established application data channel, and/or audio/video stream over RTP, to the MF/MRF.
18. MF/MRF performs transcoding based on AI technology such as ASR/TTS/SLR/SSL, etc. And MF/MRF renders the avatar based on the transcoding result or the metadata received from application data channel.
19-20. MF/MRF sends the avatar video stream and/or generated metadata (such as text) to UE#2, and sends the avatar video stream and/or generated metadata (such as text) to UE#1 if required.

[bookmark: _Toc23254044][bookmark: _Toc96971244]6.X.3	Impacts on Existing Nodes and Functionality
XR AS impact:
-	Support the subscription of avatar communication service and session control for avatar communication service.
DCSF impact:
-	Support identification the service media control request and send to MF/MRF.
IMS AS impact:
-	Support selecting a MF/MRF instance for avatar call based on the service type.
MF/MRF impact:
-	Support AI-based media processing including ASR/TTS/SLR/SSL and so on, under the service control of XR AS.
-	Support avatar animation and rendering, under the service control of XR AS.
[bookmark: _GoBack]
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