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Abstract of the contribution: The contribution proposes a new solution of NWDAF assisted QoS policy generation for KI#3.
1. Introduction
In TR 23.700-84 clause 5.2.3 “Key Issue #3: NWDAF-assisted policy control and QoS enhancement”, it states:
“This Key issue aims to study whether and what additionally needs to be supported in order to enhance 5GC NF operations related to policy control and QoS with the assistance of the NWDAF.

In this key issue, the following aspects will be studied:

-
Identification of use cases where policy control and QoS can be further enhanced with assistance from NWDAF.

-
Whether and how to introduce new 5GC functionality e.g. of the NWDAF and/or PCF to enhance the policy control and QoS, considering operator’s policies. 

-
Whether and what additional input information is needed by the NWDAF for providing an assistance to policy control and QoS, and how to gather it.

-
Whether and what output information, on top of already provided, the NWDAF can provide to assist with policy control and QoS enhancements.

- 
Whether and how to evaluate the quality of the enhanced NWDAF assistance to policy control and QoS. 

NOTE 1: 
The study will focus primarily on existing enforcement mechanisms when available and identify new ones only when no existing ones can be used.”
As described in TR 23.700-84 clause 5.1.1 “Use Case #1: NWDAF-assisted QoS recommendation”, the PCF may determine whether the current QoS can fully satisfy the service requirements and update the QoS parameters based on the Service Experience analytics provided by the NWDAF, and it may require several iterations (i.e. PCF adjusting QoS parameters and NWDAF deriving Service Experience analytics) to work out the ideal QoS parameters
Based on the above KI description and use case, it is proposed that the NWDAF can generate assisted QoS Policy based on QoS policy provided by the PCF as well as the analytics of service experience and network performance after enforcement of the QoS policy, so that the iterative procedures between the PCF and NWDAF as shown in Use Case #1 can be avoided. Furthermore, to minimize the impacts to existing NWDAF logical functions, i.e. AnLF and MTLF, it is proposed to introduce a new logical function in the NWDAF for assisted QoS Policy Generation, namely QPGF (QoS Policy Generation Function).
2. Proposal

It is proposed to agree the following changes to 3GPP TR 23.700-84.
* * * Start of Change * * * *

6.x
Solution #X: NWDAF assisted QoS policy generation
6.x.1
Description
This solution addresses Key Issue #3 "NWDAF-assisted policy control and QoS enhancement".
As described in TR 23.700-84 clause 5.1.1 “Use Case #1: NWDAF-assisted QoS recommendation”, the PCF may determine whether the current QoS can fully satisfy the service requirements and update the QoS parameters based on the Service Experience analytics provided by the NWDAF, and it may require several iterations (i.e. PCF adjusting QoS parameters and NWDAF deriving Service Experience analytics) to work out the ideal QoS parameters
Based on the above use case and KI#3 description, it is proposed that the NWDAF can generate assisted QoS Policy based on QoS policy provided by the PCF as well as the analytics of service experience and network performance after enforcement of the QoS policy, so that the iterative procedures between the PCF and NWDAF as shown in Use Case #1 can be avoided. Furthermore, to minimize the impacts to existing NWDAF logical functions, i.e. AnLF and MTLF, it is proposed to introduce a new logical function in the NWDAF for assisted QoS Policy Generation, namely QPGF (QoS Policy Generation Function).
A NWDAF containing QPGF can generate assisted QoS policy in the following way:

-
The QPGF generates initial QoS policy using GAN (Generative Adversarial Network) framework, i.e., using QoS policy from the PCF as input data, and performing adversarial training to train a model and produce artificial QoS policy which has the same characteristics as the QoS policy provided by the PCF.
-
The QPGF sends to the PCF the generated QoS policy, which is further provisioned by the PCF to the SMF. The SMF interacts with the NG-RAN, UPF and UE for policy enforcements. The PCF may modify the generated QoS policy before provisioning it to the SMF, and if so the PCF also provides the modified QoS policy to the QPGF.
-
The QPGF further trains and optimizes the ML model for QoS policy generation using RL (Reinforcement Learning) considering the impacts of the generated QoS policy on user experience (i.e. QoE) and network performance. The QPGF can use service requirements (obtained from the PCF or AF) and network performance metrics (obtained from Network Performance analytics) as the State, and user experience metrics (obtained from Observed Service Experience analytics) as the Reward for the RL.
NOTE 1:
A generative adversarial network (GAN) is a class of machine learning frameworks. It is a deep neural network framework that can learn from a set of training data and generate new data with the same characteristics as the training data. GANs are made up of two neural networks, a discriminator and a generator, and use adversarial training to produce artificial data that is identical to actual data.
NOTE 2:
Reinforcement learning (RL) is an area of machine learning concerned with how software agents ought to take actions in an environment so as to maximize some notion of cumulative reward. The typical framing of a Reinforcement Learning (RL) scenario is: an agent takes actions in an environment, which is interpreted into a reward and a representation of the state, which are fed back into the agent.
Figure 6.x.1-1 and Figure 6.x.1-2 show the mechanism in QPGF and interactions between QPGF and other 5GC NFs for QoS policy generation respectively.
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Figure 6.x.1-1: QoS policy generation in the QPGF
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Figure 6.x.1-2: Interactions between QPGF and other 5GC NFs for QoS policy generation
6.x.2
Procedures
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Figure 6.x.2-1: Procedure for QPGF assisted QoS policy generation
1.
The PCF requests or subscribes to assisted QoS policy generation from the NWDAF containing QPGF.

2.
The QPGF requests or subscribes to QoS policy and service requirements from the PCF.

3.
The QPGF generates initial QoS policy using GAN (Generative Adversarial Network) framework, i.e., using QoS policy from the PCF as input data, and performing adversarial training to train a model and generates artificial QoS policy which has the same characteristics as the QoS policy provided by the PCF.
4.
The QPGF provides the generated QoS policy to the PCF.
5.
The PCF provisions the generated QoS policy to the SMF. The PCF may modify the generated QoS policy before provisioning it to the SMF.
6.
The SMF interacts with the NG-RAN, UPF and UE to enforce the QoS policy.
7.
The QPGF subscribes to network performance analytics and service experience analytics from the AnLF.
8.
The QPGF performs Reinforcement Learning to retrain and optimize the ML model and generates updated QoS policy, using network performance metrics (obtained from Network Performance analytics) as the State, and user experience metrics (obtained from Observed Service Experience analytics) as the Reward.
9-11. Same as step 4-6。 
6.x.3
Impacts on services, entities and interfaces

NWDAF:

-
Contains a new logical function QPGF which supports assisted QoS policy generation using QoS policy from PCF, analytics information of service experience and network performance, and service requirements as input data.
-
Requests or subscribes to QoS policy and service requirements from the PCF

PCF:

-
Provides QoS policy and service requirements to the NWDAF.
* * * End of Change * * * *
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