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1 Discussion
1.1 General
	Solutions
	Key Issue #

	
	<KI #1>
	<KI#2>
	<KI#3>
	<KI#4>
	<KI#5>
	<KI#6>
	<KI#7>
	<KI#8>
	<KI#9>

	#1: PDU Set content ratio awareness at RAN
	x
	
	
	
	
	
	
	
	

	#2: Discarding of redundant PDUs (FEC) and reporting
	x
	
	
	
	
	
	
	
	

	#3: FEC mechanism and PSI based PDU Set QoS Handling Enhancement
	x
	
	
	
	
	
	
	
	

	#4: PDU Set FEC-based PDU Set QoS Handling
	x
	
	
	
	
	
	
	
	


As shown in the above table, four solutions for FEC are introduced in 160#Ah. However, the content ratio-based solution is based on AL-FEC based.

In rel18, SA2 used to negotiate FEC issue via LS. According to SA4’s guidance, video usually relies on Flex FEC configurations (see LS in S2-2210181):
	Q1: Packet ratio for FEC

SA2 discussed some candidate solutions proposing packet transmission based on the ratio of source symbol packets, i.e., K/N in the above example. SA2 would like to ask SA4 whether the above ratio is static for a specific XRM service, and whether application layer can provide such a ratio to 5GS. 

SA4 response:

· Generally, on the usage of AL-FEC for XRM services
· SA4 until now has not done any analysis on applying FEC codes to XRM services. Our example and context of PDU sets relates to experience in MBMS services. For example, in TR 26.881 “Study on Forward Error Correction (FEC) for Mission Critical Services”, it is recommended that services with latencies below 1 second are sufficiently supported by well-dimensioned physical layer FEC.
· In real-time services, in particular with RTP and WebRTC as considered in Release 18 normative work in SA4, applying a “fixed” FEC scheme is quite often not possible as RTP source packets are typically not of identical size.
· Also note that FEC codes applied in Real-time service may quite often not be maximum distance separable (MDS) and hence, the reception of how many and which packets are necessary for recovery is quite dependent on a specific PDU set.
· In general, SA4 discourages to apply “active” packet dropping to FEC protected information as it may negatively impact receiver operations (e.g., confuse the receiver (for example asking for even more FEC packets), result in additional delay, lead to wrong measurement of the network capacity, or harm fast decoding). The 5G System should provide the requested/expected QoS and not rely on application layer FEC.
· Specifically on the question

· Although some FEC codes allow for static redundancy ratio, the K/N ratio is not always static during a media delivery session. For example, Video usually relies on Flex-FEC configurations. In such a case, the application is expected to update the 5GS with any configuration change.



Observation 1: Comparing to AL-FEC, it is more valuable to analyze Flex-FEC and consider the possible enhancement for PDU Set QoS handling based on SA4 LS S2-2210181.
1.2 How does Flex FEC work?
Flex FEC, defined in RFC 8627, where a number of FEC repair packets are generated from a set of source packets from one or more source RTP streams. 
These FEC repair packets are sent in a redundancy RTP stream separate from the source RTP stream(s) that carries the source packets. This (i.e. source packets and repair packets are transmitted in two RTP streams) actually provides a backward compatibility for the receivers that do not support Flex FEC: 
	RFC 8627

These FEC repair packets are sent in a redundancy RTP stream separate from the source RTP stream(s) that carries the source packets.

[…]

The Redundancy RTP Stream [RFC7656] repair packets proposed in this document protect the Source RTP Stream packets that belong to the same RTP session.
[…]

The source packets are transmitted as usual without altering them. They are used along with the FEC repair packets to recover any missing source packets, making this scheme a systematic code.
[…]


According to RFC 7656, a redundancy RTP stream is an RTP stream that contains no original source data and only redundant data:
	RFC 7656

2.1.12.  Redundancy RTP Stream
A redundancy RTP stream is an RTP stream (Section 2.1.10) that contains no original source data, only redundant data, which may either be used as standalone or be combined with one or more Received RTP Streams (Section 2.1.23) to produce Repaired RTP Streams (Section 2.1.26)


Observation 2: The source packets and the corresponding repair packets are transmitted in two RTP streams within same RTP session, where the corresponding repair packets are transmitted in a redundancy RTP stream. 
Since the redundancy RTP stream contains no original source data, the priority of scheduling source packets shall be higher than scheduling the corresponding repair packets:
Proposal 1: The priority of source packets shall be higher than that of the corresponding repair packets.
RTP source packets that were lost in transmission can be reconstructed with the help of the source and the corresponding repair packets that were successfully received. According to RFC 8627, if all the source packets were successfully received, then the corresponding repair packets are not needed:
	RFC 8627

At the receiver side, if all of the source packets are successfully received, there is no need for FEC recovery and the repair packets are discarded. 


Observation 3: If all the source packets were successfully received, then the corresponding repair packets are not needed.
1.3 How does source packet associates repair packet in Flex FEC?
The FEC header of the repair packet contains three formats according to R and F in the FEC header. Hence association of source packet and the corresponding repair packet can be done via (1) flexible bitmasks or (2) fixed L and D offsets, based on the format of FEC header of the repair packet. (The FEC header for retransmission is not needed for associating source packet and its corresponding repair packet)
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Figure 11: R and F Bit Values for FEC Header Variants




Figure 1: FEC repair packet header format
For (1) Using Bitmasks: it is for the case when R=0 and F=0.
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Figure 12: FEC Header for F=0




Figure 2: FEC repair packet header format when using bitmask to associate repair packets and source packets
The association mechanism are:

The header of repair packet carries a base of SN (i.e. SN base_i) of the source packet. The source packet is associated with the help of Mask parameter. The Mask can be a length of 15, 46, or 110. Take Mask = 15 for example:
	Mask =15
	1
	2
	3
	4
	…
	14
	15

	Bit value
	0
	1
	0
	1
	…
	1
	1


The above means that, the SN from SN base_i to SN base_i+15 is source packet if and only if the corresponding bit value of the Mask is set to 1, e.g. SN+1, SN+3,…, SN+13, SN+14 is the source packet that protected by the repair packets.
For (2) using L and D offsets: it is for the case when R=0 and F=1.
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Figure 3: FEC repair packet header format when using L/D offset to associate repair packets and source packets
The association mechanism are:

The header of repair packet carries a base of SN (i.e. SN base_i) of the source packet. The source packet is associated with the help of L and D parameter:

	RFC 8627
For each SSRC (in CSRC list):
When D <= 1: Source packets for each row: SN, SN+1, ..., SN+(L-1)
When D > 1: Source packets for each col: SN, SN+L, ..., SN+(D-1)*L


Observation 4: The association of source packets and the corresponding repair packets can be done via (1) flexible bitmasks or (2) L and D offsets, based on the format of FEC header of the repair packet.
Proposal 2: 5GS can refer to the association mechanism defined in Flex FEC.
Since both source packets and corresponding repair packets are transmitted in RTP streams within the same RTP session, according to RFC 8108, each RTP stream is identified by a SSRC. Hence, SSRC can be used as the information to identify the RTP streams of the source packets and the corresponding repair packets.
	RFC 8108
When an endpoint joins an RTP session, it can have zero, one, or more RTP streams it will send, or that it is prepared to send. If it has no RTP stream it plans to send, it still needs an SSRC that will be used to send RTCP feedback. If it will send one or more RTP streams, it will need the corresponding number of SSRC values. 

[…]

There are also several cases where multiple SSRCs can be used to send data from a single media source within a single RTP session. These include, but are not limited to, transport robustness tools, such as the RTP retransmission payload format [RFC4588], that require one SSRC to be used for the media data and another SSRC for the repair data.


Proposal 3: AF provides SSRCs to 5GS to identify the source packets and repair packets.
1.4 The benefit for 5GS to obtain the repair packet information 
In UL, the 5GS is the first hop for the transmission between the client on the UE and the server. The repair packet should be kept to protect the transmission over the link between PSA UPF and Server.

Observation 5: In UL, the repair packet should be kept to protect the transmission over the link between PSA UPF and Server.
In DL, the 5GS is the last hop for the transmission between the client on the UE and the server.

The repair packet will not further protect the source packet any more, but instead, creating delay for transmission of the source packet over Uu in case of the radio resource is limited. Especially in case of QoS flow congestion, those repair packets can be treated as lower priority, which can be discarded.

Observation 6: In DL, those repair packets can be treated as lower priority, which can be discarded, with regard to the 5GS is the last hop for the transmission between the client on the UE and the server.
Proposal 4: It is proposed to Perform repair packet marking at the UPF for a given QoS flow. And RAN use it by implementation, e.g. discard those repair packets in case of QoS flow congestion.
2 Conclusion 

Observation 1: Comparing to AL-FEC, it is more valuable to analyze Flex-FEC and consider the possible enhancement for PDU Set QoS handling based on SA4 LS S2-2210181.
Observation 2: The source packets and the corresponding repair packets are transmitted in two RTP streams within same RTP session, where the corresponding repair packets are transmitted in a redundancy RTP stream. 

Proposal 1: The priority of source packets shall be higher than that of the corresponding repair packets.
Observation 3: If all the source packets were successfully received, then the corresponding repair packets are not needed.

Observation 4: The association of source packets and the corresponding repair packets can be done via (1) flexible bitmasks or (2) L and D offsets, based on the format of FEC header of the repair packet.
Proposal 2: 5GS can refer to the association mechanism defined in Flex FEC.
Proposal 3: AF provides SSRCs to 5GS to identify the source packets and repair packets.

Observation 5: In UL, the repair packet should be kept to protect the transmission over the link between PSA UPF and Server.
Observation 6: In DL, those repair packets can be treated as lower priority, which can be discarded, with regard to the 5GS is the last hop for the transmission between the client on the UE and the server.
Proposal 4: It is proposed to Perform repair packet marking at the UPF for a given QoS flow. And RAN use it by implementation, e.g. discard those repair packets in case of QoS flow congestion.
3 Proposal

It is proposed to add the following solution to the TR 23.700-70.
START OF CHANGES (All new text)
6.X
Solution #X: The handling based on flex-FEC 
6.X.1
Key Issue mapping
The solution applies to Key Issue #1 and #5.
6.X.2
Description
The XRM traffic may use Forward Error Correction (FEC) to provide protection against packet loss. Flex FEC, defined in RFC 8627, is widely used where a number of FEC repair packets are generated from a set of source packets from one or more source RTP streams. 

These FEC repair packets are sent in a redundancy RTP stream separate from the source RTP stream(s) that carries the source packets. This (i.e. source packets and repair packets are transmitted in two RTP streams) actually provides a backward compatibility for the receivers that do not support Flex FEC. According to RFC 7656, a redundancy RTP stream is an RTP stream that contains no original source data and only redundant data. Such two RTP streams may be classified into one or two QoS flows by the PDR. However, since the redundancy RTP stream contains no original source data, the priority of source packets shall be higher than that of the corresponding repair packets.
Besides, RTP source packets that were lost in transmission can be reconstructed with the help of the source and the corresponding repair packets that were successfully received. According to RFC 8627, if all the source packets were successfully received, then the corresponding repair packets are not needed. So it is helpful for RAN to make the decision of discard packets when suffering from congestion if UPF performs repair packet marking for a given QoS flow.

To associate the source packet and the corresponding repair packets, the UPF may provide the following information to RAN in each GTP-U header of the packet:

-
Indication of the repair packets;

-
Sequence Number (SN) of the corresponding source packet (e.g. SN_basis);

-
Assistance information of identifying SN of the corresponding source packet (e.g. L/D offset, mask, etc.).
How to use the above information is in RAN remit. For example, RAN may decide to discard those repair packets in case of QoS flow congestion.
In UL, the repair packet should be kept to protect the transmission over the link between PSA UPF and Server since the 5GS is the first hop for the transmission between the client on the UE and the server. Hence, it is proposed not to enhance UL.

However, in DL, those repair packets can be treated as lower priority, which can be discarded, with regard to the 5GS is the last hop for the transmission between the client on the UE and the server. So, this solution is applied only in DL direction.

6.X.3
Procedures
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Figure 6.x.3.1-1: PDU Set QoS handling based on flex FEC in two QoS flow 
1.
The AF invokes Nnef_AFsessionWithQoS_Create to the NEF. The Nnef_AFsessionWithQoS_Create request message includes SSRC of the source packet and SSRC of the corresponding repair packet. In case of AF is in the trust domain, AF sends Npcf_PolicyAuthorization request to PCF directly.
2.
The NEF authorizes the request from the AF, and send Npcf_PolicyAuthorization request message to the PCF.
3.
The PCF generates one PCC rule and sends to SMF. The PCC rule includes SSRC of the source packet and SSRC of the corresponding repair packet.
4.
The SMF receives the PCC rule from the PCF. Based on the PCC rule, the SMF sends N4 Rules to the UPF. The PDR of the N4 Rule can indicate SSRC of the source packet and SSRC of the corresponding repair packet for identifying source packets and the corresponding repair packets. 
5.
The UPF receives the DL data and uses the PDR to determine the source packets and the corresponding repair packets.
6.
The UPF identifies the source packets and its corresponding repair packets, and marks the following information in GTP-U header of the repair packets:

-
Indication of the repair packets;

-
Sequence Number (SN) of the corresponding source packet (e.g. SN_basis);

-
Assistance information for identifying SN of the corresponding source packet (e.g. L/D offset, mask, etc.).
7.
The RAN may use the received information when scheduling or when discarding packets in case of congestion.
6.X.4
Impacts on services, entities and interfaces
AF:
-
Provides SSRCs of source packets and its corresponding repair packet to NEF (or to the PCF directly). 
PCF:
-
Creates PCC rule that include the received SSRCs of source packets and its corresponding repair packet. 
SMF:

-
Creates N4 Rules that include the SSRCs of source packets and its corresponding repair packet, and sends the N4 Rules to the UPF. 
PSA UPF:
-
Detects the source packets and the corresponding repair packets based on the PDR.
-
Includes the following information in the GTP-U header of the repair packet: 
-
Indication of repair packets; 
-
Sequence Number (SN) of the corresponding source packet (e.g. SN_basis); 
-
Assistance information for identifying SN of the corresponding source packet (e.g. L/D offset, mask, etc.).
NG RAN: Discard those repair packets if needed, when and how to discard the repair packet is left to RAN implementation, e.g. to discard those repair packets in case of QoS flow congestion. 

UE: no impact.
END OF CHANGES
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