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1	Discussion
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As described in S2-2401830, shown in below, there are two approaches for Vertical Federated Learning (VFL), a classical VFL and split VFL. The new introduced approaches bring new terminologies of VFL, e.g. coordinator. To align the definition and meaning of these terminologies, it is proposed to define some terminologies of VFL.

Classical VFL
[image: ]
Figure 1 Example of Architecture for a vertical federated learning system
1) Suppose that companies A and B would like to jointly train a machine learning model, and their business systems each have their own data. In addition, Company B also has label data that the model needs to predict. 
2) For data privacy and security reasons, A and B cannot directly exchange data. In order to ensure the confidentiality of the data during the training process, a third-party collaborator C is involved.
3) We assume the collaborator C is honest and does not collude with A or B, but party A and B are honest-but-curious to each other.


Split VFL
[image: ]
Figure 2 Example of Architecture for a (split) vertical federated learning system (training and inference)
1. Suppose that companies A, B and C, that are represented by the different locations in Figure 2, would like to jointly train a machine learning model, and their business systems each have their own data.
2. For data privacy and security reasons, A, B and C cannot directly exchange data. In order to ensure the confidentiality of the data, inter-layer information (weight, gradients) are exchanged between different parts of a single model.
3. Training cycles are repeated until the model converges.

For Classical VFL, a collaborator (or coordinator) will be involved to send public key and update models for data privacy and security reasons. It does not provide any data (e.g. inputs or labels), thus, one of the companies (or participants) should have inputs and labels and others should have inputs.
For Split VFL, a company with labels aggregates the intermediate data instead of a collaborator in Classical VFL. The other companies should have inputs and provide the intermediate data to the company with labels.
Considering the observation above, it is proposed to define the terminologies for Vertical Federated Learning as following:
-	VFL Active Participant: An NF with the required inputs data and labels for a VFL training task. It is responsible for maintaining the VFL process, aggregating intermediate information from VFL participants, determine whether VFL model training is converged.
-	VFL Passive Participant: An NF with the required inputs data and without the required labels for a VFL training task.
-	VFL Coordinator: An NF with capability of sending encryption keys to VFL Participants and decrypting intermediate information from VFL Participants during VFL procedure.


2. Proposal
It is proposed to add the following contents to TR 23.700-84.

Start of Change
[bookmark: _Toc157747877][bookmark: _Toc157534597][bookmark: _Toc153792667][bookmark: _Toc153792582][bookmark: _Toc509905226][bookmark: _Toc436124703][bookmark: _Toc510604403][bookmark: _Toc22214904][bookmark: _Toc23254037][bookmark: _Toc435670433]3.1	Terms
For the purposes of the present document, the terms given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
-	VFL Active Participant: An NF with the required inputs data and labels for a VFL training task. It is responsible for maintaining the VFL process, aggregating intermediate information from VFL participants, determine whether VFL model training is converged.
-	VFL Passive Participant: An NF with the required inputs data and without the required labels for a VFL training task.
-	VFL Coordinator: An NF with capability of sending encryption keys to VFL Participants and decrypting intermediate information from VFL Participants during VFL procedure.
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