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Abstract of the contribution: This contribution proposes a KI for supporting Vertical Federated Learning in the context of WT2 of FS_AIML_CN SID.
1	Discussion
According to the WT2 of the FS_AIML_CN SID (SP-231800), the following aspects need to be studied.
WT2:  Study whether and what potential enhancements are needed to enable 5G system to assist in collaborative AI/ML operation involving 5GC/NWDAF and/or AF for “Vertical Federated Learning (VFL)”. The work will be based only on and limited to the scope of justified use cases.
Federated learning is a distributed machine learning technique that trains machine learning models collaboratively among multiple independent training entities, each using its own dataset. There are two general categories of federated learning: horizontal federated learning (which is supported among NWDAFs in Rel-18) and vertical federated learning (which is being studied for Rel-19).
The most fundamental difference between these two categories is the training data partitioning. As shown in Figure 1, in horizontal federated learning, all entities have the same features in their training data, meaning that there are different samples of the data in each entity, but all samples have the same set of features. However, in vertical federated learning, the training data samples in different entities have different features, meaning that for a given sample, some features may not be available in some of the training entities.
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Figure 1. Training data partitioning in Horizontal vs. Vertical Federated Learning
[source: https://arxiv.org/pdf/2107.03428.pdf]
The use cases where the VLF is applicable and how to implement it are the aspects need to be studied. 
2 Proposal
[bookmark: _Hlk513714389]It is proposed to update the TR according to the following text.

[bookmark: _Toc435670433][bookmark: _Toc436124703][bookmark: _Toc509905226][bookmark: _Toc510604403][bookmark: _Toc22214904][bookmark: _Toc23254037]5	Key Issues

********** First Change (all new text) **********
5.X	Key Issue #X: VLF support by 5GC
This KI is related to the WT#2.
Vertical Federated Learning is a type of distributed machine learning wherein a model is traineding collaboratively by multiple parties who haves a subset of training data features, in contrary to horizontal FL where all parties have the same set of features (which is supported in Rel-18). The objective of this KI is to investigate the whether and what use cases involving of VLFL are beneficial and the possible impacts on the 5GC to support themit. More specifically, this KI will study the following aspects: 
-	Which Use Case involving VFL are beneficial for the 5GC when training ML Model across multiple entities, why and how. 
- 	In which use cases, under which conditions, and for which entities (e.g., NFs of 5GC and/or AF) is VLF beneficial to train ML models? And why and how is it beneficial?
-	Which assistances can 5GC provide for the identified use case of VLF? And what are the justifications for the assistances?
-	Whether and how do the justified VLF assistances (if any) have any impact on 5GC and how is the VLF architecture mapped to 5G system architecture?
-	Whether and how to enhance 5GC for the justifiedto enable VLF supporting justified/beneficial Use Casesassistances (if any)? 
NOTE 1: VFL in application layer, requiring 5GS communications between AF and UE application client, which is based on interactions between the application client and 5GS and needs communication between AF and UE application client is out of scope.

********** End of Changes **********
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