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Abstract of the contribution: A new solution for key issue #8 is proposed to address transition between Avatar Call and Audio/Video Call.

1. Discussion
The paper is proposed to address transition between an MMTel session using audio/video codec and IMS Avatar based communication in the Key Issue #8:
5.8	Key Issue #8: Support of IMS Avatar Communication
5.8.1	Description
This key issue aims to study enhancements of IMS architecture, interfaces, and procedures to support IMS based Avatar communication. This includes studying following aspects:
-	Define and identify the impacts from Avatar communication between two or more users in the context of IMS.
-	Study the identifiers required for IMS Avatar communication, e.g., identifier for an Avatar representation in IMS, and the association of an Avatar representation with a user.
-	Study whether and how Avatar objects such as an Avatar representation are stored and accessed by the authenticated and authorized UE and/or IMS network nodes avoiding fraud and ensuring privacy.
-	Study whether and how to authorise the use of an Avatar representation in an IMS Avatar communication.
-	Study whether and how to enable service/capability negotiation between UE and IMS network. This includes service/capability negotiation to enable transition, transcoding and rendering of media in an Avatar communication.
-	Study how to enable transition and transcoding between a MMTel session using audio/video codec and IMS Avatar based communication which may use a special Avatar codec.
-	Study how to enable transcoding between speech and gesture in an IMS Avatar communication.
-	Study how to enable UE based and network based rendering in case of IMS Avatar communication.
NOTE 1:	Transition, transcoding and rendering is based on UE/network capabilities and user preferences.
NOTE 2:	Transition, transcoding, rendering and service/capability negotiation aspects require coordination with SA4.
NOTE 3:	Security and privacy aspects require coordination with SA3.

2. Proposal
It is proposed to capture the following changes into TS 23.700-77.

* * * * Start of Changes * * * * 
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Table6.0-1: Mapping of Solutions to Key Issues

* * * * Second Change * * * * 
[bookmark: _Toc500949097][bookmark: _Toc23254041][bookmark: _Toc13110][bookmark: _Toc22214908][bookmark: _Toc148590872]6.X	Solution #X: Transition Between Avatar and Audio/Video Communication
[bookmark: _Toc8365][bookmark: _Toc500949099][bookmark: _Toc23254042][bookmark: _Toc22214909][bookmark: _Toc148590873]6.X.1	Description
[bookmark: _Toc500949101][bookmark: _Toc22214910]Two UEs can communicate with each other through either audio/video communication or Avatar communication. If one UE wants to switch from one of the communication modes to another, the UE triggers the negotiation with DCSF and peer UE for the Avatar media and establishes data channel. Avatar Media Function fetches Avatar representation from Avatar Repository. If peer UE is responsible for the rendering of Avatar representation, Avatar Media Function sends Avatar representation to peer UE.
UE captures sensing data of the user e.g., facial expressions data, body motion data and sends Avatar data (i.e. sensing data) to Avatar Media Function through data channel. Avatar Media Function renders the Avatar representation for the user based on the Avatar data received and sends rendered Avatar representation to peer UE. Peer UE displays the rendered Avatar representation to user. When peer UE is responsible for the rendering of Avatar representation, Avatar Media Function transfers Avatar data to peer UE; and peer UE renders the Avatar representation and displays to user.
[bookmark: _Toc25864][bookmark: _Toc23254043][bookmark: _Toc148590874]6.X.2	Architecture for Avatar Communication
Editor's note:  The architecture for Avatar communication is FFS.
6.X.3	Procedures
[bookmark: _Toc326248711][bookmark: _Toc22214911][bookmark: _Toc510604409]6.X.3.1	Transition from audio/video communication to Avatar communication
Figure 6.X.3.1-1 depicts a flow diagram for transition procedure from audio/video communication to Avatar communication.

 
Figure 6.X.3.1-1 Transition procedure from audio/video communication to Avatar communication
Editor's Note:  The Figure 6.X.3.1-1 may be restructured to reflect different Avatar rendering options.
The steps in the transition procedure are as follows:
0. UE A has audio/video communication with UE B.
1. UE A exchanges audio/video media with UE B through a Media Resource Function (MRF) or directly.
2. UE A decides to switch the communication from audio/video to Avatar communication mode.
3. UE A interacts with DCSF and UE B to negotiate the Avatar media and establish data channel.
This step is similar to Person-to-Person application Data Channel set up procedure as specified in clause AC.7.2.1 of TS 23.228; the difference is Avatar media function will replace MF.
4. Avatar Media Function fetches Avatar representation from Avatar Repository under the instruction from DCSF.
[bookmark: OLE_LINK24][bookmark: OLE_LINK25]Editor's note:  The detail instruction from DCSF and the interaction of Avatar Media Function and Avatar Repository will depend on SA4 study and the detail operation is FFS.
Avatar representation is specific for the user of UE A; it can be pre-configured in Avatar Repository or uploaded by the user.
4'. Avatar Media Function sends Avatar representation to UE B.
This step (4') is optional. Step 4' is performed only when UE B is responsible for the rendering of Avatar representation. The Avatar representation is a raw Avatar representation sent from Avatar Media Function to UE B. 
Editor's note:  Whether step 4' is performed and the negotiation of Avatar rendering responsibility is FFS.
5. UE A captures sensing data of the user e.g., facial expressions data, body motion data.
6. UE A sends Avatar data (i.e. sensing data) to Avatar Media Function through data channel.
7a. Avatar Media Function uses the Avatar representation received at Step 4 to render the Avatar representation based on the Avatar data received.
8a. Avatar Media Function sends rendered Avatar representation to UE B through data channel.
If Step 4' is performed, Step 7a and 8a will not be performed because UE B will render the Avatar representation of the user based on the Avatar data (which the Avatar Media Function sends to UE B) and based on the raw Avatar representation received by UE B at Step 4'. In this case, 
UE B is responsible for the rendering of Avatar representation and Step. 4' is performed, then:
7b. Avatar Media Function transfers Avatar data to UE B.
8b. UE B renders the Avatar representation for user based on the Avatar data received.
9. UE B displays rendered Avatar representation to user.
10. UE B also sends its Avatar representative to UE A through Avatar Media Function; and the video between two UEs is stopped.
In the above procedures, alternatively for Step. 8a, Avatar Media Function sends rendered Avatar representation to MRF, then MRF transfers Avatar representation to UE B as video media through video channel.
6.X.3.2	Transition from Avatar communication to audio/video communication
Figure 6.X.3.2-1 depicts a flow diagram for transition procedure from Avatar communication to audio/video communication.


Figure 6.X.3.2-1 Transition procedure from Avatar communication to audio/video communication
The steps in the transition procedure are as follows:
0. UE A has Avatar communication with UE B.
1a. UE A exchanges Avatar media (i.e. Avatar representative) with UE B transferred by Avatar Media Function through data channel.
1b. Alternatively Avatar media is sent to MRF and MRF transfers it as video media to UEs through video channel.
2. UE A decides to switch the communication from Avatar to audio/video mode.
3. UE A negotiates with UE B for exchanging video media between UE A and UE B.
4. UE A exchanges video media with UE B through MRF or directly.
The video media in step. 3 and 4 is the real video of users and is captured by the camera of UEs, rather than Avatar media.
5. UE A negotiates with DCSF and UE B to stop exchanging Avatar media and may release data channel.
[bookmark: _Toc23254044][bookmark: _Toc16419][bookmark: _Toc148590875]6.X.4	Impacts on Existing Nodes and Functionality
UE:
-	Support capturing sensing data of users and sending it as Avatar data to Avatar Media Function;
-	Support displaying Avatar representation.
-	Optionally support rendering Avatar representation.
Avatar Media Function:
-	Support rendering Avatar representation based on received Avatar data;
-	Support retrieving Avatar representation from Avatar repository.
Avatar Repository:
-	Support storing Avatar representation.
MRF:
-	Optionally support transferring Avatar representation from Avatar Media Function to UE through video channel.
Editors'Note:  Additional impacts are FFS.
* * * * End of Changes * * * * 
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