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Abstract of the contribution: This is a key Issue proposal for WT2.  
1. [bookmark: _Hlk513714389]Discussion
This KI is related to WT2 of agreed SID SP-231800. 
“
-WT2: Study whether and what potential enhancements are needed to enable 5G system to assist in collaborative AI/ML operation involving 5GC/NWDAF and/or AF for “Vertical Federated Learning (VFL)”. The work will be based only on and limited to the scope of justified use cases.
NOTE 7: RAN and UE aspects are out of scope. Solutions based on interactions between the application client and 5GS are out of scope. The necessary communication between AF and UE application client to support the collaborative AI/ML operation is understood as no normative procedure impact. Horizontal FL procedure defined in R18 should be taken into account and reused whenever possible.
NOTE 8: coordination with SA6 is required.
”
Backgound
Vertical Federated Learning (VFL): VFL is distributed Machine learning technique that considers the distributed data with same sample space but different feature space among the participants. 
Assume there are P passive Participants , and their local datasets are , one active participant  providing the label space . With all the Participants have their own Local models The Optimization Objective of VFL can be expressed as  

In contrast to Horizontal Federated Learning where participants are categorized as clients and Server, in a VFL there can be active participants and passive participants with following definitions.
·  Active participant: An active participant is an entity in VFL that wants to build models and provide data with a sample set and their labels (output labels). 
· Passive participant: A passive participant is an invited entity in VFL that provides data with the sample set but with no labels, and its feature set is different than that of the active participant. There can be multiple passive participants in VFL.
Vertical Federated learning training methods involves splitting Neural network across participants, where each participant can train its own local model and share intermediate results with the Server (in this case of VFL Active Participant). Furthermore, to enhance the training security, encryption techniques can be studied,  which is in the scope of SA3.
[bookmark: _Hlk155962270]In Rel. 18, Model Sharing among different NWDAF is studied as part of HFL training procedure and also ANLF model provisioning service. However, Model Sharing or intermediate analytics (Feedback) between NWDAF and AF has not been studied. 

2. Proposal
It is proposed to agree the following text for TR 23.700-84.


+++ Start of change +++
5.Y	Key Issue #Y: 5GC assistance for collaborative AI/ML operation involving 5GC/NWDAF and/or AF for “Vertical Federated Learning (VFL)
In Rel. 18, Model Sharing among different NWDAF is studied as part of HFL training procedure and also ANLF model provisioning service. However, Model Sharing or intermediate analytics (Feedback) between NWDAF and AF has not been studied.
The Key issue aims to study 5GC assistance for collaborative AI/ML operation involving 5GC/NWDAF and/or AF for “Vertical Federated Learning (VFL), in particular the following aspects: 
1. Study of Use Cases of Vertical Federated Learning. 
2. Study on the potential entities participating into VFL (e.g., NWDAF, AF).
3. Architectural enhancements required to support VFL Model Training and Inference, such as:
a. Intermediate Results/Model Sharing during the Training. 
b. How the Model used in VFL related to VFL participants.
c. Possible enhancements or reuse of horizontal federated learning procedures
NOTE:	Application layer VFL between AF and UE is out of scope of this WT. 
+++ End of change +++

