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Abstract of the contribution: This contribution proposes a new key issue regarding VFL for FS_AIML_CN.
1. Discussion
This KI is related to WT#2.
Study whether and what potential enhancements are needed to enable 5G system to assist in collaborative AI/ML operation involving 5GC/NWDAF and/or AF for “Vertical Federated Learning (VFL)”. The work will be based only on and limited to the scope of justified use cases. 
NOTE 7: RAN and UE aspects are out of scope. Solutions based on interactions between the application client and 5GS are out of scope. The necessary communication between AF and UE application client to support the collaborative AI/ML operation is understood as no normative procedure impact. Horizontal FL procedure defined in R18 should be taken into account and reused whenever possible.
NOTE 8: coordination with SA6 is required.
Vertical Federated Learning (VFL) is a kind of useful machine learning technique, and develops very fast. It is being widely applied in many areas. In Rel-18, Horizontal Federated Learning (HFL) has been introduced and studied, but has its limitation. It cannot handle the situation where the datasets of distributed nodes have different features. The study of VFL can address the followings:
- Joint training among distributed nodes without data privacy leakage;
- Joint training among distributed nodes which share little overlapping feature;
- Achieving better performance for AI applications.

The typical scenario is illustrated as follows:
5GC/NWDAF and AF can jointly train a model for user experience evaluation, providing the real user feedback to the network. Then the network may adjust its policy to achieve better performance. First NWDAF and AF would collect their local training data, respectively (e.g., access speed, network access delay for NWDAF, stall time, frame rate for AF). Second NWDAF and AF train their local part model. Then NWDAF aggregates the local results and helps update both the local part models, and finally the joint model is obtained. 
[image: ]
Figure. VFL for user experience evaluation

2. Proposal
It is proposed to agree the following key issue into TR 23.700-84. 
* * * First change * * * *
[bookmark: _Toc492719432]5	Key Issues
[bookmark: _Toc462658743]5.X	Key Issue #X: Support of Vertical Federated Learning 
5.x.1	General Description
NWDAF in R18 already supports HFL to perform joint training but has its limitation. It cannot handle the situation where the datasets of distributed nodes have different features. VFL can help the network to equip more flexible and powerful AI capabilities. It can also guarantee the data privacy and efficiently make use of heterogeneous (have different features) training data of distributed nodes. 
Therefore, the KI is to study the support for Vertical Federated Learning in 3GPP network, including:
· Study how to register and discover multiple NWDAF containing MTLF instances that are willing to join a Vertical Federated Learning task; 
· Study how to coordinate multiple NWDAF containing MTLF instances to accomplish Vertical Federated Learning tasks;
· Study how an NWDAF containing MTLF instance aggregates the learning results from the multiple participant NWDAF containing MTLF instances to support Vertical Federated Learning;
· Study how to determine that the joint model meets the requirement and how to optimize the joint model when it is not satisfied.   
* * * End of change * * * *
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