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[bookmark: _Hlk514274591]1		Discussion
1.1	Introduction
This P-CR provides a Key Issue for the following work tasks on the agreed FS_AIML_CN.
WT1.4: Study whether and how to consider enhancements to LCS to support AI/ML based Positioning considering the conclusions in 3GPP TR 38.843.
NOTE 1: The work will not modify the architectural principle that a service-based architecture only applies for 5GC.
NOTE 2: Whether SA2 can start work on WT 1.1, 1.2 and 1.3 will be discussed at SA#105 (Sep. 2024) based on the outcome of the related work in the involved RAN WGs(s). Further change in description of WT 1.1, 1.2, 1.3 can be discussed at SA#105. 
NOTE 3: UE data collection, model delivery and transfer to the UE and model identification/management are not within the scope of WT#1.4.
NOTE 4: Further alignment with SA5 for the AI/ML Functional framework and charging may be required.
NOTE 5: security aspects are in the scope of SA3, however architectural aspects related to security enhancements will be discussed in this WT.
NOTE 6: The model management will follow the framework as defined by RAN.
1.2	Background on work carried out in RAN (TR 38843)
For positioning accuracy enhancements RAN has defined the following use case with AI/ML enhancements:
-	Direct AI/ML positioning where an AI/ML model output is UE location 
-	AI/ML assisted positioning where an AI/ML model output can be a new measurement and/or an enhancement of an existing measurement

RAN has categorised the Direct/Assisted AI/ML positioning into the following cases:
-	Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
-	Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
-	Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
-	Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
-	Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
For all cases RAN prioritised one-side model where inference is performed entirely at a UE or at the network.
Case 1: Is mainly focused on using UE-side models for Direct AI/ML or AI/ML assisted positioning
Cases 2a, 3a: Indicate that AI/ML assisted positioning is mainly used with UE-side and/or gNB-side ML models with main objective to enhance the measurements provided at the LMF for deriving location estimates (e.g. more accurate measurements taking into account NLOS conditions). Since the ML model needs to be trained either at UE(-side) or gNB(-side) requires to define data collection mechanisms for UE and RAN as well as procedure for model delivery/transfer to UE/gNB and model identificaiton/management. These are currently studied in RAN and should be in scope of RAN.
Observation 1: Case 1, 2a, 3a require to define data collection mechanisms from the UE and RAN as well as model delivery and transfer to the UE/gNB and model identification/management which are in the scope of RAN.
Proposal 1: Cases 1, 2a, 3a for WT 1.4 need further feedback from RAN before SA2 starts work on them.

Case 2b, 3b: Indicate that LMF-side models are used for Direct AI/ML positioning either by collecting raw data or "AI/ML enhanced data" from UE and/or gNB to derive a location. Since the ML-model is trained at LMF-side (or CN in general) any data collection mechanism, model delivery/transfer mechanism and model identification and management can be defined by SA2. The LMF-side models used can be trained either with raw data or AI/ML enhanced data but from SA2 perspective the type of data collected is transparent and the data collection mechanism defubed to train LMF-side models will support any type of data.
Observation 2: From the SA2 perspective the focus should be on defining enhancements for Direct AI/ML positioning using LMF-side models. 
Proposal 2: It is proposed SA2 to study, model training (including data collection at LMF), model identification and model transfer/delivery for LMF-side model. From the SA2 perspective it is transparent what type of data (e.g. raw data or AI/ML enhanced data) are collected for model training.

2		Proposal
The following key issue is proposed.
******************************** First change (all new text)  *******************************
[bookmark: _Toc101170915][bookmark: _Toc8115][bookmark: _Toc101336981]6.x	KI#x: Enhacements to LCS to support Direct AI/ML positioning
[bookmark: _Toc101170916][bookmark: _Toc552][bookmark: _Toc97269611][bookmark: _Toc101336982]6.x.1	Description
RAN has studied in 3GPP TR 38843 [x] a number of use cases for positioning accuracy enhancements using AI/ML. Use cases have been defined for Direct AI/ML positioning when an AI/ML model is used to derive better location estimates and AI/ML assisted positioning where an AI/ML model output can be a new measurement and/or an enhancement of an existing measurement. In addition, a number of different cases have been defined where the AI/ML model either resides at the UE-side, gNB-side or LMF-side for Direct AI/ML and AI/ML assisted positioning.
In this KI the focus of the study is to support Direct AI/ML positioning using LMF-side models. The scope of this study is as follows:
-	Study whether and how an AI/ML model used by the LMF for Direct AI/ML positioning is trained. The study includes the following:
-	How an LMF requests a trained AI/ML model for Direct AI/ML positioning and how the trained AI/ML model is transferred to the LMF.
-	How an AI/ML model is identified
-	Which function in 5GC is responsible for training AI/ML models used for Direct AI/ML positioning
-	Define procedures for data collection with objective to train AI/ML models used by LMF 
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