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The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 23.501: "System Architecture for the 5G System; Stage 2".
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[11]	ITU‑T Recommendation P.1203.3: "Parametric bitstream-based quality assessment of progressive download and adaptive audiovisual streaming services over reliable transport - Quality integration module".
[12]	3GPP TS 38.215: "NR; Physical layer measurements".
[13]	Void.
[14]	3GPP TS 38.331: "NR; Radio Resource Control (RRC) protocol specification".
[15]	3GPP TS 36.331: "Evolved Universal Terrestrial Radio Access (E-UTRA); Radio Resource Control (RRC); Protocol specification".
[16]	3GPP TS 38.413: "NG-RAN; NG Application Protocol (NGAP)".
[17]	3GPP TS 29.244: "Interface between the Control Plane and the User Plane Nodes".
[18]	3GPP TS 29.510: "5G System; Network function repository services; Stage 3".
[19]	3GPP TS 28.533: "Management and orchestration; Architecture framework".
[20]	3GPP TS 37.320: "Radio measurement collection for Minimization of Drive Tests (MDT); Overall description; stage 2".
[21]	3GPP TS 28.201: "Charging management; Network slice performance and analytics charging in the 5G System (5GS); stage 2".
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[23]	3GPP TS 24.501: "Non-Access-Stratum (NAS) protocol for 5G System (5GS); Stage 3".
[24]	3GPP TS 28.310: "Management and orchestration; Energy efficiency of 5G".
[25]	3GPP TS 29.518: "5G System; Access and Mobility Management Services; Stage 3".
[26]	3GPP TS 29.503: "Unified Data Management Services; Stage 3".
[27]	3GPP TS 26.114: "IP Multimedia Subsystem (IMS); Multimedia Telephony; Media handling and interaction".
[28]	3GPP TS 26.247: "Transparent end-to-end Packet-switched Streaming Service (PSS); Progressive Download and Dynamic Adaptive Streaming over HTTP (3GP-DASH)".
[29]	3GPP TS 26.118: "Virtual Reality (VR) profiles for streaming applications".
[30]	3GPP TS 26.346: "Multimedia Broadcast/Multicast Service (MBMS); Protocols and codecs".
[31]	3GPP TS 26.512: "5G Media Streaming (5GMS); Protocols".
[32]	3GPP TS 26.531: "Data Collection and Reporting; General Description and Architecture".
[33]	3GPP TS 22.261: "Service requirements for the 5G system; Stage 1".
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[35]	3GPP TS 22.071: "Technical Specification Group Systems Aspects; Location Services (LCS)".
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[37]	3GPP TS 29.572: "5G System; Location Management Services; Stage 3".
[38]	GSMA TS.06: "IMEI Allocation and Approval Process".
[39]	3GPP TS 23.273: "5G System (5GS) Location Services (LCS); Stage 2".
[40]	ITU‑T Y.1540: "Internet protocol data communication service - IP packet transfer and availability performance parameters".
[41]	3GPP TS 28.622: "Telecommunication management; Generic Network Resource Model (NRMs). Integration Reference Point (IRP): Information Service (IS)".
[42]	3GPP TS 32.422: "Subscriber and equipment trace: Trace control and configuration management".
[43]	3GPP TS 26.532: "Data Collection and Reporting; Protocols and Formats".
[44]	3GPP TS 38.455: "NG-RAN; NR Positioning Protocol A (NRPPa)".
[45]	3GPP TS 28.104: "Management and orchestration; Management Data Analytics (MDA)".
[46]	3GPP TS 28.537: "Management and orchestration; Management capabilities".
[47]	3GPP TS 23.228: "IP Multimedia Subsystem (IMS); Stage 2".
[48]	3GPP TS 33.501: "Security architecture and procedures for 5G system".
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6.2C.2.2	General procedure for Federated Learning among Multiple NWDAF Instances




Figure 6.2C.2.2-1: General procedure for Federated Learning among Multiple NWDAF
0.	When tThe consumer is (NWDAF containing AnLF or NWDAF containing MTLF), it sends a subscription request to FL server NWDAF to retrieve an ML model, using Nnwdaf_MLModelProvision service as defined in clause 7.5 including Analytics ID, ML model metric (e.g., ML model Accuracy), Accuracy reporting interval, pre-determined status (ML model Accuracy threshold or Time when the ML model is needed). When the consumer is an NWDAF containing MTLF it sends a subscription request to FL server NWDAF to retrieve an ML model, using Nnwdaf_MLModelTraining service as defined in clause 7.10. How to protect the trained ML model file from unauthorized access is defined in TS 33.501 [48].
NOTE 1:	The ML model Accuracy threshold can be used to indicate the target ML Model Accuracy of the training process, and the FL server NWDAF may stop the training process when the ML model Accuracy threshold is achieved during the training process.
	If the consumer (i.e. the NWDAF containing AnLF or NWDAF containing MTLF) provides the Time when the ML model is needed, the FL Server NWDAF can take this information into account to decide the maximum response time for its FL Client NWDAF(s).
1.	FL Server NWDAF selects NWDAF(s) containing MTLF (FL Client NWDAF(s)) as described in clause 6.2C.2.1.
2.	FL Server NWDAF sends a Nnwdaf_MLModelTraining_Subscribe or Nnwdaf_MLModelTrainingInfo_Request to the selected NWDAF containing MTLF (FL Client NWDAF) that participates in the Federated learning to perform the local model training and determine the interim local ML model information based on the input parameter in the request from FL Server NWDAF, including ML model metric and initial ML model. The request also includes the maximum response time before which the FL Client NWDAF has toshall report the interim local ML model information to the FL Server NWDAF.
3.	[Optional] Each FL Client NWDAF collects its local data by using the current mechanism in clause 6.2 of TS 23.288 [5] if the Client NWDAF has not local data available already.
4.	During Federated Learning training procedure, each FL Client NWDAF further trains the ML model provided by the FL Server NWDAF based on its own data, and reports the interim local ML model information to the FL Server NWDAF in Nnwdaf_MLModelTraining_Notify or Nnwdaf_MLModelTrainingInfo_Response. The Nnwdaf_MLModelTraining_Notify or Nnwdaf_MLModelTrainingInfo_Response may also include the local ML model metric computed by the FL Client NWDAF and Training Input Data Information (e.g. areas covered by the data set, sampling ratio, maximum/minimum of value of each dimension of data, etc.) in the FL Client NWDAF.
NOTE 2:	The parameters in characteristics of local training dataset are up to the implementation.
	The ML model, which is sent from the FL Client NWDAF(s) to the FL Server NWDAF during the FL training process, is the information needed by the FL Server NWDAF to build the aggregated model based on the locally trained ML model(s).
	If the FL Client NWDAF is not able to complete the training of the interim local ML model within the maximum response time provided by the FL Server NWDAF, the FL Client NWDAF shall send the Delay Event Notification that include the delay event indication, an optional cause code (e.g. local ML model training failure, more time necessary for local ML model training) and the expected time to complete the training if available to the FL Server NWDAF before the maximum response time elapses.
4a.	[Optional]If FL Server NWDAF receives notification/response that the FL Client NWDAF is not able to complete the training within the maximum response time, the FL Server NWDAF may send to the FL Client NWDAF an extended maximum response time in Nnwdaf_MLModelTraining_Subscribe or Nnwdaf_MLModelTrainingInfo_Request, before which the FL Client NWDAF has toshall report the interim local ML model information to the FL Server NWDAF. Otherwise, the FL Server NWDAF may indicate FL Client NWDAF to skip reporting for this iteration. FL Server NWDAF includes the current iteration round ID in the message to indicate that the request is to modify the training parameters of the current iteration round.
	Alternatively, the FL Server NWDAF may inform the FL Client NWDAF to cease the ML model training by sending termination request and to report back the current local ML model updates.
5.	The FL Server NWDAF aggregates all the local ML model information retrieved at step 4, to update the global ML model. The FL Server NWDAF may also compute the global ML model metric, e.g. based on the local ML model metric(s) or by applying the global model on the validation dataset (if available). The FL Server NWDAF may update the global ML model each time a FL Client NWDAF provides updated local ML model information as part of FL or the FL Server NWDAF may decide to wait for local ML model information from all FL Client NWDAF before updating the global ML model.
	If the FL Server NWDAF provides the maximum response time for the FL Client NWDAF(s) to provide the interim local ML model information in step 2, or the extended maximum response time in step 4a, the FL Server NWDAF decides either to wait for the FL Client NWDAF(s) which have not yet provided their interim local ML model within the (extended) maximum response time or aggregates only the retrieved local ML model information instances to update global ML model. The FL Server NWDAF makes this decision, considering the notification/response from the FL Client NWDAF or, if the notification is not received, based on local configuration.
6a.	[Optional] Based on the consumer request in step 0, the FL Server NWDAF sends a Nnwdaf_MLModelProvision_Notify message to update the global ML model metric to the consumer periodically (e.g. a certain number of training rounds or every 10 min) or dynamically when some pre-determined status is achieved (e.g. the ML Model Accuracy threshold is achieved or training time expires).
6b.	[Optional] The consumer decides whether the current model can fulfil the requirement, e.g. global ML model metric is satisfactory for the consumer and determines to stop or continue the training process. The consumer re-invokes Nnwdaf_MLModelProvision_Subscribe service operation as used in step 0 to stop or continue the training process.
6c.	[Optional] Based on the subscription request sent from the consumer in step 6b, the FL Server NWDAF updates or terminates the current FL training process.
	If the FL Server NWDAF received a request in step 6b to stop the Federated Learning Training training process, steps 7 and 8 are skipped.
7.	If the FL procedure training process continues, FL Server NWDAF determines FL Client NWDAF as described in clause 6.2C.2.2 and sends Nnwdaf_MLModelTraining_Subscribe or Nnwdaf_MLModelTrainingInfo_Request that includes the aggregated ML model information to selected FL Client NWDAF(s) for next round of Federated Training.
8.	Each FL Client NWDAF updates its own ML model based on the aggregated ML model information distributed by the FL Server NWDAF at step 7.
NOTE 3:	The steps 3-8 should be repeated until the training termination condition (e.g. maximum number of iterations, or the result of loss function is lower than a threshold) is reached.
When the Federated Learning Training training procedure process is complete, the FL Server NWDAF requests the FL client NWDAF(s) to terminate the FL procedure by invoking Nnwdaf_MLModelTraining_Unsubscribe service with a cause code that the FL process has finished and optionally with the final aggregated ML model information. Then the FL client NWDAF(s) terminate the local model training, and if the final aggregated ML model information is received from the FL server NWDAF, the FL client NWDAF(s) can store it for further use.
After the training process is complete, the FL Server NWDAF may send Nnwdaf_MLModelProvision_Notify that includes the globally optimal ML model information to the consumer.
[bookmark: _Toc131158412]
* * * Next of Changes * * *
6.2C.2.3	Procedures for Maintaining Federated Learning Processes
This clause specifies how to maintain a Federation Learning process in FL execution phase, including FL Server NWDAF triggers reselection, addition, or removal of FL Client NWDAF(s), discovers new FL Client NWDAF(s) via NRF, and FL Client NWDAF(s) joins or leaves Federated Learning process dynamically.
In Federated Learning execution phase, FL Server NWDAF monitors the status changes of FL Client NWDAF(s) and may reselects FL Client NWDAF(s) based on the updated status, availability, and/or capability, etc.
NOTE 1:	FL Server NWDAF checks if there is a need to carry on the FL execution phase and then reselects FL members for the next iteration if needed.


Figure 6.2C.2.3-1: Procedure of FL Server NWDAF reselects FL Client NWDAF(s), FL Client NWDAF(s) Join or Leave Federated Learning Process Dynamically in Federated Learning execution phase
The procedure for FL Server NWDAF reselecting FL Client NWDAF(s), FL Client NWDAF(s) joining or leaving Federated Learning process dynamically is as follows:
1a.	FL Server NWDAF may get the updated status of current FL Client NWDAF(s) via NRF by using Nnrf_NFManagement service (as in clause 5.2.7.2 of TS 23.502 [3]) in the Federated Learning execution phase.
	FL Server NWDAF may subscribe to NRF for notifications of status changes of the current NWDAF(s) (FL Client NWDAFs 1…N) by invoking an Nnrf_NFManagement_NFStatusSubscribe service operation. NRF notifies the FL Server NWDAF the status changes of the current FL Client NWDAF(s) by invoking Nnrf_NFManagement_NFStatusNotify service operation(s).
	The status of a current FL Client NWDAF could be availability changes, capability changes (e.g. it will not support FL anymore, etc.).
1b.	The current FL Client NWDAF(s) may inform FL Server NWDAF that it is leaving the Federated Learning process by invoking Nnwdaf_MLModelTraining_Notify service operation with Termination Request and cause code (reason for leaving, e.g. high NF load, time availability changes).
1c.	FL Server NWDAF may get the information of the new FL Client NWDAF(s) dynamically via NRF by subscribing to the event that a new FL Client NWDAF registers (Nnrf_NFManagement_NFStatusSubscribe service as in clause 5.2.7.2 of TS 23.502 [3]).
1d.	NWDAF may subscribe for NF load analytics of the FL Client NWDAF(s).
1e.	FL Client NWDAF(s) may report status of FL training including accuracy of global local model and Training Input Data Information (e.g. areas covered by the data set, sampling ratio, maximum/minimum of value of each dimension, etc.) by invoking Nnwdaf_MLModelTraining_Notify service.
2.	FL Server NWDAF checks FL Client NWDAF(s) status based on the received information, and may determine whether reselection of FL Client NWDAF(s) for the next round(s) of Federated Learning is needed based on the received information from step 1.
NOTE 2:	Several examples of the factors that the FL Server NWDAF can consider to reselect the FL Client NWDAF(s) are updated status of FL Client NWDAF reported by NRF is different than the criteria were initially used for selecting the client; characteristics of local training dataset is different than global validation dataset and/or the accuracy of the global model calculated using the local training dataset is much different from that calculated by other FL Client NWDAFs; the accuracy of the global model calculated using the local training dataset is lower than the accuracy calculated using the global validation dataset; the load of the FL Client NWDAF (from the NF load Analytics or from the FL Client NWDAF directly) is high; the FL Server NWDAF receives leave request from the FL Client NWDAF; the FL Client NWDAF reports the status of FL Training within the maximum response time.
3.	[If re-selection is needed as judged in step 2] If step 1c is not performed, FL Server NWDAF may discover new candidate FL Client NWDAF(s) via NRF by using Nnrf_NFDiscovery services as in clause 5.2.7.3 of TS 23.502 [3]. FL Server NWDAF reselects FL Client NWDAF(s) from the current FL Client NWDAF(s) and the new candidate FL Client NWDAF(s) (found in steps 1c or 3). For the new candidate FL Client NWDAF(s), the interaction between FL Server NWDAF and FL Client NWDAF(s) is same as the selection procedure described in clause 6.2C.2.1. The adding / deleting FL Client NWDAF(s) may happen at the end of each iteration.
4.	FL Server NWDAF sends termination request by invoking Nnwdaf_MLModelTraining_Unsubscribe service operation or Nnwdaf_MLModelTrainingInfo_Request service operation with Correlation Termination Flag to the FL Client NWDAF(s), optionally indicating the reason, e.g. FL Client NWDAF is unselected by the FL Server NWDAF for the FL process, or the FL process is suspended, etc. And FL server may also send the updated global ML model information to the unselected FL client NWDAF. FL Client NWDAF(s) terminates operations for the Federated Learning process if receive termination request from the FL Server NWDAF and may perform further action to be qualified in participation of FL training in the next cycles.
NOTE 3:	In the case of high load, the FL Client NWDAF can e.g. decline new service request. In the case of low accuracy, the FL Client NWDAF can gather new local training data.

* * * Next of Changes * * *
6.2F.1	ML Model Training Subscribe/Unsubscribe/Notify/Update
The procedure in Figure 6.2F.1-1 is used by an NWDAF service consumer, i.e. an NWDAF containing MTLF to subscribe to another NWDAF, i.e. an NWDAF containing MTLF, for a trained ML model based on the ML model provided by the service consumer NWDAF. The service may be used by an NWDAF containing MTLF to enable e.g. Federated Learning or to update ML model. The service is also used by an NWDAF to request an NWDAF containing MTLF to prepare training ML model or modify existing ML Model training subscription.




Figure 6.2F.1-1: Procedure for ML Model Training subscribe/unsubscribe/notify/update
1.	The NWDAF service consumer may subscribe or unsubscribe or modify a subscription for training an ML model by invoking the Nnwdaf_MLModelTraining_Subscribe/ Nnwdaf_MLModelTraining_Unsubscribe service operation. The parameters that can be provided by the NWDAF service consumer are listed in clause 6.2F.2.
	In order to enable Federated Learning, NWDAF Service consumer act as FL Server NWDAF can subscribe to multiple NWDAFs containing MTLF act as FL Client NWDAFs, which are selected by the FL Server NWDAF.
	The FL server Server NWDAF may use the request to check if an NWDAF can meet the ML model training requirement (e.g. ML Model Interoperability information, Analytics ID, Serving Area and/or availability of data and time). In such case, the FL server Server NWDAF includes an ML Preparation Flag. When the ML Preparation Flag presents in the request, the service provider NWDAF only checks if it can meet the ML model training requirement (e.g. ML Model Interoperability information, Analytics ID, Serving Area, and/or availability of data and time) and / or can successfully download the model if the model information is provided.
	The FL server Server NWDAF may use the request to get the Model Accuracy of the global ML Model calculated by the FL Client NWDAFs. In such cases, the service consumer NWDAF includes a Model Accuracy Check Flag. When the Model Accuracy Check Flag is present in the request, the service provider NWDAF uses the local training data as the testing dataset to calculate the Model Accuracy of the ML model provided by the service consumer NWDAF.
	When NWDAF service consumer determine to further update the ML model, NWDAF service consumer modifies the subscription by invoking Nnwdaf_MLModelTraining_Subscribe service operation including Subscription Correlation ID with ML Model Information (i.e. file address (e.g. URL or FQDN) of the ML Model that needs to update).
2.	The NWDAF containing MTLF trains ML model provided at step 2 by collecting new data or re-use the data that it owns.
3.	When the NWDAF containing MTLF completes ML model training, the NWDAF containing MTLF notifies the NWDAF service consumer with ML Model Information (i.e. file address (e.g. URL or FQDN) of updated ML Model) by invoking the Nnwdaf_MLModelTraining_Notify service operation. The parameters that can be provided by the NWDAF containing MTLF as service provider is specified in clause 6.2F.2.
	If the NWDAF containing MTLF determines to terminate the ML model training, i.e. NWDAF containing MTLF will not provide further notifications related to this request, then the NWDAF containing MTLF may notify the NWDAF Service consumer a Terminate Request indication with cause code (e.g. NWDAF overload, not available for the FL process anymore, etc.) by invoking the Nnwdaf_MLModelTraining_Notify service operation.
	In order to enable Federated Learning, NWDAF containing MTLF act as FL Client NWDAF can notify NWDAF Service consumer act as FL Server NWDAF the local ML model information and status report of FL training including accuracy of local model and Training Input Data Information (e.g. areas covered by the data set, sampling ratio, maximum/minimum of value of each dimension, etc.).
	If the Model Accuracy Check Flag is present in the Nnwdaf_MLModelTraining_Subscribe, the service provider NWDAF acting as FL Client NWDAF may notify the NWDAF Service consumer acting as FL Server NWDAF the Model Accuracy of the global ML Model.
[bookmark: _Toc131158425]
* * * Next of Changes * * *
6.2F.2	Contents of ML Model Training
The consumers of the ML model training services (i.e. an NWDAF containing MTLF) may provide the input parameters in Nnwdaf_MLModelTraining_Subscribe or Nnwdaf_MLModelTrainingInfo_Request service operations as listed below:
-	Analytics ID: identifies the analytics for the provided ML model is used.
-	ML Model Interoperability Information as defined in clause 6.2A.2.
-	A Notification Target Address (+ Notification Correlation ID) as defined in TS 23.502 [3] clause 4.15.1, allowing to correlate notifications received from the NWDAF containing MTLF with the subscription.
-	[OPTIONAL] ML Model Information (address (e.g. URL or FQDN) of Model file).
-	[OPTIONAL] ML Model ID: identifies the provided ML model.
-	[OPTIONAL] ML Preparation Flag: identifies whether the request is for preparing Federated Learning or executing Federated Learning.
-	[OPTIONAL] ML Model Accuracy Check Flag: identifies that the request is for using the local training data as the testing dataset to calculate the Model Accuracy of the global ML model provided by the service consumer NWDAF acting as the FL Server NWDAF.
-	[OPTIONAL] ML Correlation ID: identifies the Federated Learning procedure for training the ML model. This parameter is included when the service is used for Federated Learning.
-	[OPTIONAL] Available data requirement. This is for informing the requirement on available data for the ML model training. e.g. FL Server NWDAF sends the requirement in preparation request to a FL Client NWDAF for selecting the FL Client NWDAF which can meet the available data requirement. The following available data requirements can be included:
-	Event ID list to be collected for local model training.
-	Dataset statistical properties as defined in clause 6.1.3.
-	Time window of the data samples.
-	Minimum number of data samples.
-	[OPTIONAL] Availability time requirement. This is for informing the requirement on availability time for the ML model training, e.g. FL Server NWDAF sends the requirement in preparation request to FL Client NWDAF for selecting the FL Client NWDAF which is available in the required time for training ML model.
-	[OPTIONAL] Training Filter Information: enables to select which data for the ML model training is requested, e.g. S-NSSAI, Area of Interest. Parameter types in the Training Filter Information are the same as or subset of parameter types in the ML Model Filter Information which are defined in procedure 6.2A.1.
-	[OPTIONAL] Target of Training Reporting: indicates the object(s) for which data for ML model training is requested, i.e. a group of UEs or any UE (i.e. all UEs).
-	[OPTIONAL] Use case context: indicates the context of use of ML model.
-	[OPTIONAL] Training Reporting Information with the following parameters:
-	Maximum response time: indicates maximum time for waiting notifications (i.e. training results).
-	[OPTIONAL] Iteration round ID: indicates the iteration round number of current ML model training.
-	[OPTIONAL] Expiry time.
The NWDAF containing MTLF provides to the consumer of the ML model training service operations as described in clause 7.10, the output information in notification as listed below:
-	The Notification Correlation Information.
-	ML Model Information which includes:
-	either the ML model file address (e.g. URL or FQDN) or ADRF (Set) ID and ML Model Identifier or ML Model Storage Transaction Identifier if available.
-	[OPTIONAL] ML Model ID: identifies the provisioned ML model.
-	[OPTIONAL] Model Accuracy: The model accuracy of the global ML model, which is calculate by the FL Client NWDAF using the local training data as the testing dataset.
	[OPTIONAL] Status report of FL training: Accuracy of local model and Training Input Data Information (e.g. areas covered by the data set, sampling ratio, maximum/minimum of value of each dimension , etc.), which are generated by the FL Client NWDAF during FL procedure.
NOTE:	The parameters in Training Input Data Information are up to the implementation.
-	[OPTIONAL] ML Correlation ID. This parameter may be included when the service is used for Federated Learning.
-	[OPTIONAL] Iteration round ID: indicates the iteration round number of ML model training indicated by the FL Server NWDAF.
-	[OPTIONAL] Delay Event Notification with the following parameters:
-	delay Delay event indication: this parameter indicates that FL Client NWDAF is not able to complete the training of the interim local ML model within the maximum response time provided by the FL Server NWDAF.
-	[OPTIONAL] cause Cause code (e.g. local ML model training failure, more time necessary for local ML model training, etc.).
-	[OPTIONAL] Expected time to complete the training: Indicates to the FL Server NWDAF that expected remaining training time, and may be provided with Delay Event Notification.

* * * Next of Changes * * *
7.10.2	Nnwdaf_MLModelTraining_Subscribe service operation
Service operation name: Nnwdaf_MLModelTraining_Subscribe
Description: Subscribes to NWDAF ML model training with specific parameters.
Inputs, Required:
-	Analytics ID as defined in Table 7.1-2;
-	ML Model Interoperability information;
-	Notification Target Address (+ Notification Correlation ID);.
Inputs, Optional:
-	ML Model ID: identifies the provided ML model.;
-	ML Model Information (i.e. file address (e.g. URL or FQDN) of ML Model that needs to update);
-	Subscription Correlation ID (in the case of modification of the ML Model Training subscription);
-	ML Training Information, i.e. data availability requirement, time availability requirement.;
-	ML Preparation Flag;
-	ML Model Accuracy Check Flag;
-	ML Correlation ID;
-	Training Filter Information;
-	Target of Training Reporting;
-	Training Reporting Information as defined in clause 6.2F.2;
-	Use case context;
-	Iteration round ID;
-	Expiry time.
Outputs Required: When the request is accepted: Subscription Correlation ID (required for management of this subscription). When the request is not accepted, an error response with cause code (e.g. NWDAF does not meet the ML training requirements).
NOTE:	The detail reasons in the cause code are up to Stage 3.
Outputs, Optional: ML Correlation ID (e.g. confirm of the subscription for this FL process).

* * * Next of Changes * * *
7.10.3	Nnwdaf_MLModelTraining_Unsubscribe service operation
Service operation name: Nnwdaf_MLModelTraining_Unsubscribe
Description: Terminate NWDAF ML model training.
Inputs, Required: Subscription Correlation ID.
Inputs, Optional: None.Cause code (e.g. FL Client NWDAF is unselected by the FL Server NWDAF for the FL process, or the FL process is suspended or finished, etc.). Final aggregated ML model information (if FL has finished) or updated aggregated ML model information (if FL is suspended).
Outputs, Required: Operation execution result indication.
Outputs, Optional: None.Cause code (e.g. FL Client NWDAF is unselected by the FL Server NWDAF for the FL process, or the FL process is suspended or finished, etc.). Final aggregated ML model information (if FL has finished) or updated aggregated ML model information (if FL is suspended).

* * * Next of Changes * * *
[bookmark: _Toc131158590]7.10.4	Nnwdaf_MLModelTraining_Notify service operation
Service operation name: Nnwdaf_MLModelTraining_Notify
Description: NWDAF notifies the consumer instance of the trained ML model that has subscribed to the specific NWDAF service. The NWDAF can also use this service to indicate to consumer it will terminate the ML model training.
Inputs, Required:
-	Notification Correlation Information: this parameter indicates the Notification Correlation ID that has been assigned by the consumer during ML model training.
Inputs, Optional:
-	Set of the tuple (Analytics ID, ML model Information as defined in clause 6.2F.2);
-	ML Correlation ID, when for Federated Learning;
-	Corresponding Use case context;
-	Termination Request: this parameter indicates that NWDAF requests to terminate the ML model training, i.e. NWDAF will not provide further notifications related to this request, with cause code (e.g. NWDAF overload, not available for the FL process anymore, etc.);
NOTE:	The detail reason in the cause code is up to stage 3.
-	ML Model ID: this parameter identifies the provisioned ML model;
-	ML Model Accuracy: The model accuracy of the global ML model, which is calculate by the FL Client NWDAF using the local training data as the testing dataset;
-	Status report of FL training: Accuracy of local model and Training Input Data Information (e.g. areas covered by the data set, sampling ratio, maximum/minimum of value of each dimension, etc.), which are generated by the FL Client NWDAF during FL procedure;
-	Delay Event Notification: as defined in clause 6.2F.2;
-	Iteration round ID.
NOTE:	The detail reasons in the cause code are up to stage 3.
Outputs, Required: Operation execution result indication.
Outputs, Optional: None.

* * * End of Changes * * *
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