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Abstract of the contribution: This pCR proposes to discuss which services are used for FL.
Discussion
During last SA2#154 meeting, there was an unresolved issue which services are used for ML model information exchanged between client NWDAF(s) and a server NWDAF for FL with two options: Option A) extending the ML mol provisioning service, and Option B) define a new service are proposed in the conclusion of TR 23.700-81. 
The related conclusions in KI#8 for the issues are described in TR 23.700-81 as follows. 

“Principle 6: NWDAF containing MTLF as FL Server exchanges FL training related information with NWDAF containing MTLF as FL Client. The FL training related information may contain the guideline information for the iterative FL training procedures between FL Server and FL Clients, the guideline information includes maximum response time for FL client to provide interim local ML model information. The FL Server provides to the FL client the initial ML model information to train the local ML Model, the FL client provides interim local ML model information back to FL Server during FL procedure, and the FL Server provides to the FL client the updated ML model information. Regarding the details information that FL server provides to the FL client, the conclusion should be aligned with KI #5, when it comes to the model sharing and interoperability between FL server and FL clients.

NOTE 3:
For ML model exchange between NWDAF containing MTLF as FL Server and NWDAF containing MTLF as FL Client, whether to define new services or to extend the existing model provisioning service will be determined in the normative phase.
NOTE 4:
The FL training related information exchanged between the FL Server and the FL client is aligned with the conclusion of KI#5.
Principle 7: The services to enable the FL based ML model training should be generic enough for all ML model training mechanisms which require service provider trains the ML model provided by the service consumer.

NOTE 5:
In this release of the specification, the service provider and consumer are limited to NWDAF containing MTLF.”

Understanding 1. In the perspective of the service for FL, the service consumer should be a FL sever MTLF and service provider should be a FL client MTLF, and the service is only available between NWDAFs containing MTLF.
Understanding 2. The service consumer (i.e., FL server MTLF) should send an initial ML model information with additional information for local training to the service provider (i.e., FL client MTLF), and then, service provider (i.e., FL client) trains the ML model.

Understanding 3. The services for FL should be generic to extend for all ML model training mechanisms. 
In order to align with Rel-18 conclusion, we should investigate what are the potential challenges for Option A and Option B with Understanding 1, 2, and 3.  
On Understanding 1, in current specification, the model provision service (i.e., Nnwdaf_MLModelProvision, MLModelInfo) consumer is only AnLF and it is not allowed to MTLF as described in clause 6.2A.1 of TS 23.288 as follows.
“… The procedure in Figure 6.2A.1-1 is used by an NWDAF service consumer, i.e. an NWDAF containing AnLF to subscribe/unsubscribe at another NWDAF, i.e. an NWDAF containing MTLF,…”

Thus, for enabling FL with Option A (extending ML model provisioning services), we should allow to consume Nnwdaf_MLMolProvision, MLModelInfo services by both AnLF and MTLF, and it is not aligned with Understanding 1. 
Option B, however, it proposes a new service, thus it can prevent to expose the service to AnLF more simple way than Option A. For example, NRF prevents to expose the supported MTLF list for the service by extending a parameter (e.g., “NF consumer information when the target is an NWDAF containing MTLF” as in 5.2.7.3.2 of TS 23.502) for Nnrf_NFDiscovery_Request. 

Observation 1. there exists a challenge for Option A: preventing to expose Nnwdaf_MLMolProvision, MLModelInfo services for FL to AnLF which was a main consumer of the services in Rel-17.
Anyhow, if we allowed both MTLF and AnLF as consumers of model provision service, then the following principles in the specification of Rel-17 raises problems: 
“… an NWDAF containing MTLF shall include the ML model provisioning services (i.e. Nnwdaf_MLModelProvision, Nnwdaf_MLModelInfo) as one of the supported services during the registration in NRF when trained ML models are available for one or more Analytics ID(s). The NWDAF containing MTLF may provide to the NRF a (list of) Analytics ID(s) corresponding to the trained ML models …”
Understanding 4. ML model provision services are only registered in NRF when the MTLF has at least a trained ML model for the analytics ID. 

With Understanding 4, if we choose Option A, FL clients MTLF cannot register the ML model provision services for FL, even if the FL client ready to join an FL. The FL clients MTLF should prepare when its own ML model is ready for the analytics to register the service for FL in NRF, so that, FL server cannot sufficiently find the candidate FL clients via NRF.

To address the above problem, if we delete the principles related to Understanding 4, the AnLF should consider the MTLF which does not have a trained ML model. It could be significant noise for AnLF (especially for Rel-17 AnLF) to select/find a proper MTLF and an ML model. 
However, in the perspective of Option B, Understanding 4 does not brings any problem, since the new service naturally independent from AnLF and model provisioning service.
Observation 2. there exists a challenge for Option A: making nontrivial issue on model provision service registration in NRF which may bring backward compatibility issue.  
In the perspective of Understanding 2, Option A should include an initial ML model information to train in Nnwdaf_MLModelProivision_Subscribe/Nnwdaf_MLModelInfo_Request service operation, and the subscription definitely opens to any AnLF as described in Observation 1. Therefore, there exists possibility that AnLF can trigger training to MTLF while adding ML model information to train in the service operation for model provisioning subscription which have not been studied. 
Even if we make the way that FL clients or FL server MTLF can reject invalid subscription for FL triggered by AnLF, the problem can bring potential model privacy issue with interoperability indicator as described in Figure 1. Figure 1 describes that AnLF with interoperability indicator {1, 2} triggers to train an ML model (denoted by “A”) from MTLF A with interoperability indicator {1} by MTLF B with interoperability indicator {2}. Here the MTLF A and MTLF B are not interoperable and MTLF B reject the subscription from AnLF. Since, however, ML model information for model A is exposed by AnLF in subscription message, MTLF B can exploit the information as described in step 3.
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Figure 1. Description of potential model privacy issue from Option A
However, if we choose option B and make it available only between MTLF by NRF, AnLF cannot be a service consumer of new service for FL. Thus, it is prevented to send an ML model to another MTLF by AnLF. 
Observation 3. there exists a challenge for Option A: preventing conner cases and potential issue caused by AnLF triggering ML model training or sending ML Model information to unauthorized MTLF. 
Regarding on Understanding 3, ML model training methods are rapidly appeared and enhanced in these days, and we cannot image what information is needed to support them. If we combine ML model training with ML model provisioning into one service as in Option A, it naturally brings more complexity and aspects to consider for extending the service than using separate services Option B. 
Observation 4. Option B is easier to extend to support ML model training mechanisms in upcoming release. 
As a conclusion, due to shortage of time for Rel-18, Option B seems easier way to support FL than Option A in this release of the specification. Thus, this discussion paper proposes to choose Option B as a way forward to meet our tight schedule. 
Proposal
Proposal: Define a new service for supporting FL. 
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