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Abstract of the contribution: This contribution discusses open issues in KI#3 conclusions and proposes a way forward. 
Discussion 
There are four editor’s notes remaining in the conclusions for KI#3. Below we analyze these ENs and propose way forward.
Editor’s note #1:

Editor's note:
Whether a new NEF service is to be defined or existing AF session with QoS is enhanced is FFS and can be determined during normative phase.
A few pros and cons with defining a new NEF service and extending existing AF session with QoS are provided in the table below

	
	Extend AF session with QoS
	Define new API

	Pros
	Existing foundation to build on. API and relevant parameters already specified. Single consistent API for allowing AF to provide QoS requirements and request QoS monitoring.

NEF APIs applicable to UE address, single UE ID and Group ID already exist, e.g. AF influence on traffic routing. Similar approach can be made with AF session with QoS
	Clear separation between the two use cases. New API for groups only applicable to 5GS.

	Cons
	API is common to EPS and 5GS in stage 3. Can we keep the group-level API applicable to 5GS only?
	Risk for unnecessary divergence if two NEF APIs are defined for providing QoS requirements and to perform QoS monitoring. 

More complex for AFs and NEFs


Proposal 1: Based on the above analysis, our proposal is to extend the existing AF session with required QoS. There seems to be no technical reasons to define a separate NEF API for QoS requests and QoS monitoring. 
Editor’s note #2:

Editor's note:
Whether QNC or QAP is more general to support monitoring of specific QoS can be determined during normative phase.
The existing QoS Notification Control (QNC) together with Alternative QoS Parameters (AQP) can be re-used to allow an AF to monitor when GBR, PER or PDB cannot be fulfilled. QNC without AQP, as defined in TS 23.501 clause 5.7.2.4.1a, allows an AF to learn when GFBR, PER or PDB cannot be fulfilled and when it is fulfilled again. This should be sufficient for most use cases. QNC with AQP, as defined in TS 23.501 clause 5.7.2.4.1b, allows an AF to learn not only when GFBR, PER or PDB cannot be fulfilled and when it is fulfilled again but also what GFBR, PDB and PER that the NG-RAN currently fulfils. This is done by AF providing a set of AQPs (max 8) and NG-RAN indicating which of these matches the currently fulfilled QoS. 

It has been proposed that enhancements to the QNC procedures should be introduced to explicitly indicate which of GFBR, PDB or PER could not be met. In this case, if QNC without AQP is used, NG-RAN would not only indicate when GFBR, PER or PDB cannot be fulfilled but also which of GFBR, PER, PDB is not fulfilled. Such enhancements seem straightforward and would be a useful extensions for AFs that do not need the full capability of AQPs.

Proposal 2: Extend QNC so that NG-RAN can explicitly indicate which of GFBR, PER or PDB is not fulfilled.

Editor’s note #3:

Editor's note: How to reuse existing QoS division mechanism or other SID conclusion for UE-to-UE traffic can be determined during normative phase.
The QoS requested using the NEF API applies for each UE’s PDU Session. If the AF has a requirement on e2e delay between a UE and a server in the DN, or between two UEs, the AF may request a subset of the total e2e delay when requesting a delay using the NEF API. How the AF does this should not be specified by 3GPP. Possibly examples or a NOTE could be added to document options for what the AF may do. 
Proposal 3: How the AF handles “QoS division” should not be standardized by 3GPP. Possibly examples or a NOTE could be added to document options for what the AF may do. 

Editor’s note #4:

Editor's note:
Whether and how to support monitoring of communication service availability, communication service reliability is FFS.
Communication service availability (CSA) is defined in TS 22.261 as follows:

communication service availability: percentage value of the amount of time the end-to-end communication service is delivered according to a specified QoS, divided by the amount of time the system is expected to deliver the end-to-end service.

NOTE 3:
The end point in "end-to-end" is the communication service interface.

Communication service reliability is defined in TS 22.104 as follows:

communication service reliability: ability of the communication service to perform as required for a given time interval, under given conditions.

NOTE 3:
Given conditions would include aspects that affect reliability, such as: mode of operation, stress levels, and environmental conditions.

NOTE 4:
Reliability may be quantified using appropriate measures such as mean time between failures, or the probability of no failure within a specified period of time.

NOTE 5:
This definition is based on IEC 61907 [7].

In our view is not clear how the 5GC can monitor the Communication service availability (CSA) or Communication service reliability (CSR) as this would require e2e application-level monitoring. This is e.g. illustrated in TS 22.104, Figure F-1:
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Figure F-1: Illustration of the concepts reliability and communication service availability.
CSA/CSR should thus rather be monitored on application level. Reliability is also often related to very long timescales (e.g. mean time between failures of 1 year or 10 years, as seen in TS 22.104, Annex A, even though use cases with shorter time intervals also exist). It can also be noted that 5GC already allows monitoring of more 5GC-related information related to availability of a UE or a PDU Session via existing NEF monitoring API, e.g. Loss of connectivity, UE reachability, communication failure, PDU Session Status. Therefore, explicit monitoring of CSA and CSR via NEF API are proposed to be not supported. Instead, NEF monitoring API can provide more direct information about 5GC events. O&M performance counters as defined by SA5 can also be used to produce information that may be relevant e.g. for SLA fulfilment. 
Proposal 4: Communication service availability and Communication service reliability is not directly monitored or exposed by 5GC. 

Proposal

It is proposed to update TR 23.700-74 as follows:
**** First Change ****

8.3
Key Issue #3: NEF exposure framework for provisioning of traffic characteristics and monitoring of performance characteristics

The following principles are concluded for normative work:

-
Either a new NEF service will be introduced or existing NEF service, e.g. AF session with QoS service, will be enhanced to support provisioning of traffic characteristics and monitoring of performance characteristics for a group of UEs.

NOTE:
Whether a new NEF service is to be defined or existing NEF service is enhanced, and in that case which NEF service can be determined during normative phase.

-
If TSCTSF is used, NEF provides the request for a group of UEs to the TSCTSF and TSCTSF maps the request targeting a group to requests targeting each group member's PDU Session, i.e. TSCTSF provides per-PDU-Session requests to PCF(s). In case TSCTSF is not used, NEF stores the request in UDR and PCF receives the information from UDR.

-
The AF provides 5G QoS parameters to NEF.

NOTE 1:
The traffic characteristics parameters from 5G-ACIA white paper can be provided using 5GS QoS parameters, e.g.:

-
Transfer interval using Periodicity.

-
Data volume per cycle time using Maximum Burst Size.

-
Average/Service and peak data rates using Requested Guaranteed Bitrate and Requested Maximum Bitrate.

-
Maximum end-to-end latency using Requested 5GS Delay.

-
Packet error rate using Requested packet error rate.

NOTE 2:
Requested packet error rate as in Individual QoS parameters as defined in clause 6.1.3.22 of TS 23.503 [4] depends on conclusion of KI#4 of FS_5TRS_URLLC.
-
The QoS and policy framework is re-used for parameter enforcement. The existing QoS Parameter Notification Control and existing AQP can be used for monitoring of specific performance characteristic. No RAN impacts are foreseen.

-
The TSCTSF or PCF (in non-TSCTSF case) is responsible to manage the temporal invalidity/validity condition (start-time, end-time).
-
PDU Session Release COMMAND for re-establishment of the PDU Session and URSP rules for the highest priority PDU Session Type of a group are used to change PDU Session Type of the PDU Session targeting the group for each group member within the group.

-
The AF is responsible to handle request for UE-to-UE traffic . i.e.e.g. initial "QoS division" and updated "QoS division". How the AF does this is not to be standardized in SA2 specifications (A NOTE may however be added to e.g. TS 23.501 or 23.502).


**** End of Changes ****
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