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Abstract: The evaluation and conclusion for KI#1 are updated.
1. Introduction/Discussion
Update the conclusion in clause 8.1. 
When a gNB is using satellite backhaul, the bandwidth of backhaul connection will be restricted by the spectrum width of the satellite beam providing backhaul service and the feeder link, e.g., the maximum DL data rate of ‘starlink’ is 160Mbps only, which is much less that 1Gpbs peak rate supported by terrestrial network. Moreover, different types of satellites may provide different bandwidth for backhaul services.
Obviously, the bandwidth limitation of the backhaul connection (identified by a pair of <gNB IP, UPF IP>) will impact the QoS control for PDU sessions running over it, e.g., the sum of MBR for each GBR QoS flow shall not exceed the bandwidth limitation.
There maybe multiple PDU sessions running over a single satellite backhaul connection, but current PCF can not know that, so it is not possible to accurately control the session-AMBR and MBR for each PDU session in this release. 
The bandwidth limitation of the backhaul connection can also be exposed to the application layer, so that the AF can know the maximum data rate supported by the network, and then rapidly adjust its data transmission strategy.
.
2. Text Proposal
It is proposed to capture the following changes vs. TR 23.700-27 v1.0.0.
[bookmark: _Toc517082226]* * * * First change * * * *
[bookmark: _Toc113454799][bookmark: _Toc113454802][bookmark: _Toc250980595][bookmark: _Toc326037266][bookmark: _Toc22286591][bookmark: _Toc23317652][bookmark: _Toc101425410][bookmark: _Toc101425556][bookmark: _Toc101425713][bookmark: _Toc104800906][bookmark: _Toc519004414]7.1	Evaluation of solutions for Key Issue #1: PCC/QoS control enhancement considering dynamic satellite backhaul
There are 5 candidate solutions (solutions #1, #2, #3, #8, #9) proposed to solve this KI.
For the determination of packet delivery latency or bandwidth or both of the satellite backhaul on the UP path:
There are solutions #1, #2, #9. The common part among these solutions is that QoS monitoring mechanism is used to measure the packet delivery latency over satellite backhaul (per GTP-U path). The main differences are:
-	Solution#1 may require the SMF to activate QoS monitoring based on the satellite backhaul category defined in rel-17, and the measured delay is mainly used for policy control.
-	Solution#2 introduces a new indication named "dynamic satellite backhaul in use" determined by the AMF to trigger the PCF to generate QoS monitoring rules, and the measured delay is not only used for policy control, but also used for UPF selection. In addition, the SMF provides the bandwidth of the GTP-U path (identified by a pair of <gNB IP, UPF IP>) to the PCF for policy control, where the bandwidth is detected via implementation methods.
-	Solution#9 also relies on a new indicator named "dynamic satellite backhaul delay control request" determined by the AMF internally to trigger the PCF to generate QoS monitoring rules, and the QoS monitoring rules include threshold values to avoid frequent reports by SMF to PCF due to dynamic backhaul delay change. The measured delay can be used for policy control and UPF selection.
All of these procedures can serve the purpose of reporting dynamic backhaul. Indication of multiple satellite backhaul categories in Solution #1 is only an encoding issue of including multiple instances of the already existing satellite backhaul information. Solution #2 introduces "dynamic satellite backhaul in use" indication, which can be encoded either as above in Solution #1 or via new enumerated satellite backhaul category. Solution #9 introduces "dynamic satellite backhaul delay control request" from the AMF to achieve the same.
Frequent measurement of delay is costly, reporting time of duration of high packet delivery delay event help PCF/AF action properly. For example, if PCF/AF received a high delay (based on measurement) and the time of duration representing that there would be a cross-seam transiting in a period of time, they can be aware that the dramatically increased high delay is inevitable and may action properly, e.g. PCF indicates SMF to change the delay measurement interval to wait the cross-seam transiting event over, or AF may start coding compensation (a single high delay report may not trigger the action, as it may be temporary caused by network congestion).
For exposure of backhaul information to the AF:
There are solutions #1, #2, #3. The common part of these solutions is that the satellite backhaul delay can be exposed to AF. The main differences among them are:
-	Solution#1 allows the PCF to report the measured backhaul delay or satellite backhaul category or both to AF for application specific reasons.
-	Solution#2 proposes to expose not only satellite backhaul delay but also bandwidth of the GTP-U path over satellite backhaul. The satellite backhaul delay is observed via QoS monitoring, and the bandwidth is obtained by SMF via implementation method. In addition, the AF can request to obtain the satellite backhaul information if it is aware of satellite backhaul is in use.
-	Solution #3 deals with dramatic change of delay/jitter caused by cross-seam transiting event in polar orbit satellite constellation scenarios. The AMF reports satellite constellation information to the PCF/AF. The PCF/AF requests a backhaul delay change event report. When determining that the backhaul delay is about to change due to cross-seam transiting event, the AMF notifies the PCF/AF the duration time of the event. This solution enables networks and applications to be aware of the duration time of dramatic change of backhaul delay/jitter and perform proper actions timely in polar orbit satellite constellation scenarios.
For reporting of the satellite backhaul to CHF:
Satellite backhaul category and the observed backhaul delay need to be stored for charging and statistics reasons. Solution #1 is the only solution that supports the reporting of the satellite backhaul category and the observed backhaul delay to CHF.
* * * * Next change * * * *
8	Conclusions
[bookmark: _Toc113454803]8.1	Conclusions on PCC/QoS control enhancement considering dynamic satellite backhaul
For the determination of packet delivery latency of the satellite backhaul on the UP path, following conclusions are proposed:
[bookmark: _GoBack]-	The PCF may determine the packet delivery latency on N3 interface, if it detects dynamic satellite backhaul is used to serve the PDU session. The PCF can determine the N3 latency by using QoS monitoring triggered by PCF or estimate the N3 latency based on the received satellite backhaul category (LEO, GEO, etc);
-	The SMF activates the QoS monitoring to measure the packet delivery latency on N3 interface according to the PCC rule;
-	The measured delay can be used by PCF for policy control, and can be considered for UPF selection (e.g. when the different types of backhaul network can be used in CP and UP).
For exposure of backhaul information to the AF, there are solutions #1, #2, #3, following conclusions are proposed:
-	The PCF can report packet delivery latency to the AF using existing QoS monitoring solution;
-	The AF can request the PCF to report the packet delivery latency using existing QoS monitoring solution.
The reporting of the satellite backhaul category and the observed backhaul delay to CHF as proposed in Solution #1 can be supported but this is to be determined by SA5.
NOTE:	Packet out-of-order related evaluation and conclusion are left for further discussion.
* * * * End of changes * * * *
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