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Abstract of the contribution: This contribution proposes to update evaluation and conclusion for KI#4.
1. Background 
This paper proposes to update an evaluation on the key aspects of the Enhance Data collection and Storage discussed in solutions adopted in the TR for Key Issue 4.  
2. Text Proposal
It is proposed to adopt the following text within the TR.
[bookmark: _Toc517082226]* * * * First change * * * *
[bookmark: _Toc113351213][bookmark: _Toc113350355]7.4	Key Issue #4: How to Enhance Data collection and Storage
According to the Table 6.0-1, solution#12 and, #41 to #46, #61 and #64 to #68 are proposed for Key Issue 4.
Table 7.4-1 gives the comparison of candidate solutions and the corresponding solutions can be classified into four categories:
Table 7.4-1: Comparison of solutions for Key Issue#4
	Solutions
	Aspects addressed for the Key Issue
	Impacts on services, entities and interfaces

	
	Category-1:
ADRF stores types of data other than historical data and analytics
	Category-2:
DCCF relocation
	Category-3:
Dealing with buffer overflow of data producer due to muting notifications
	Category-4:
ADRF/NWDAF data management enhancement
	

	12
	
	
√

	
	
	Data consumer, DCCF, MFAF.

For DCCF and MFAF relocation, new services defined.

	41
	
	
	
√
	
	Data producer.

New parameters defined for existing services.

	42
	√
	
	
	
	ADRF, NWDAF.

For ML model storage, new services defined.

	43
	√
	
	
	
	ADRF,DCCF, NWDAF.

For ML model storage, new services defined.

	44
	
	
√

	
	
	DCCF.

New parameters defined for existing services.

	45
	
	
	
√
	
	Event Consumer NFs (DCCF, NWDAF),  Event Producer NFs (AMF, SMF, etc.).

New parameters defined for existing services.

	46
	
	
	
	
√
	NWDAF, DCCF, MFAF, ADRF.

 New services defined.

	61
	√
	
	
	
	NWDAF, ADRF.

 New services defined.

	64
	
	
	√
	
	Data producer and NWDAF.

New parameters defined for existing services.

	65
	
	
	
	√
	NWDAF.

Registration all Analytics IDs in UDM.

	66
	
	√
	
	
	DCCF.

New parameters defined for existing services.

	67
	
	
	
	√
	NWDAF, DCCF, MFAF, ADRF.

New parameters defined for existing services.

	68
	
	
	
	√
	NWDAF, ADRF.

New parameters defined for existing services.



The solution evaluation for Category-1 is the following:
	Models are trained and retrieved from NWDAF containing MTLF. ADRF is suggested as an intermediate storage of models, before NWDAF containing AnLF retrieves them. Nothing prevents an NWDAF containing AnLF to retrieve the models directly from an NWDAF containing MTLF, this service is already available in Rel-17. Adding ADRF as an intermediate storage adds multiple ways to retrieve models, increase number of NFs included and thereby complexity and increase signalling between NFs. Models are viewed as business secrets and shall be protected. Model privacy when storing models in ADRF may be a concern, therefore, SA3 needs to investigate how to securely store the model without leaking privacy information.
	In Rel-17, MTLF provides the model storage URL and FQDN information to the AnLF. In other words, the MTLF manages the repository where models are stored, obviously this repository is standardized in R17. Therefore, since the ADRF function is built to maintain a centralized repository for AIML operations across the network, it is logical that ADRF can be reused to store the ML models. In addition, saving the ML model generates the additional signalling, in R17 it is hidden under the implementation, now it has been shown due to the standardization of the procedure.
The solution evaluation for Category-2 is the following:
	Solution#12 proposes that the source DCCF initiates the DCCF and MFAF reselection due to UE mobility. Target DCCF (MFAF) gets the data subscription and pending outputs from the source DCCF (MFAF). This solution is aligned with the purpose of deploying a DCCF, which is managing the complexity of subscriptions on behalf of the data consumer. Indeed, the benefit of the solution is that the data consumer does not need to resend the data subscription to the target DCCF and data/notifications are not lost during the process. Also, the solution provides a procedure to cover MFAF re-location, in case MFAFs are deployed separately from DCCF. The solution works when the data subscription is for single UE, not for group UE or any UE.
	Solution#44 argues that it is good enough to terminate the data subscription to the old DCCF and the data consumer does the DCCF selection and subscribes to the new DCCF due to UE mobility. Ulike NWDAF relocation, where the target NWDAF may need the same data and ML model from the source NWDAF in order to have consistent analytics performance, nothing is really needed by the target DCCF from the source DCCF. Therefore, Solution#44 proposes a simple and clean solution that the old DCCF terminates the subscription and the data consumer select and subscribe to a new DCCF, which has no impact to the current standards.
	Solution#65 proposes that when the data consumer subscribes to the source DCCF directly, upon change of a source DCCF instance, it is required to inform the related data consumer of the event and possibly to update subscriptions between the DCCF and the data consumer. If the central DCCF is deployed, data consumer collects UE data via the central DCCF, data consumer may not need to be notified of the UE mobility events and DCCF reselection events.
The solution evaluation for Category-3 is the following:
	Solution#41 proposes that when the buffer of the data producer is about to overflow, the data producer informs the data consumer that it cannot keep the muted notifications and send all the muted notifications to the data consumer.
	Solution#45 covers Solution#41 and it also proposes that the data consumer can provide exception instruction to the data provider and the data provider will make the final decision on how to treat the muted notifications when its buffer is overflow.
	Solution#64 proposes that when NWDAF subscribes to training data, the time period of data reporting can be configured in the subscription message of data collection to report data when the equipment is idle. And when NWDAF subscribes to training data in the model inference scenario, the frequency of data collection can be configured in the subscription message of data collection as a dynamic change mode.
The solution evaluation for Category-4 is the following:
	Solution#46 proposes enhancement for the ADRF/NWDAF data management. In particular, data consumer can provide Storage Handling Information to ADRF/NWDAF. In addition, ADRF/NWDAF is also provisioned with the storage policy of the operator. Note that, despite all the data belongs to the operator, it may not be enough to only have the storage policy applied at the data storage. Enabling Storage Handling Information from individual data consumer allows an operator to deploy flexible rules and to gain more granular control over the desired policies. Also, it is possible for the data consumer to be informed if some data is to be deleted.
	Furthermore, Solution#46 proposes the option in which DCCF maintains the data storage information, so that it executes tasks towards the data storage on behalf of the data consumer and informs the data consumer about the data deletions on behalf of the data storage.
	Solution#65 proposes that the NWDAF to register in the UDM for the served UE, also for Analytics IDs that are not UE-related. The NWDAF may do this when the NWDAF is collecting data specific to the UE for the indicated Analytics ID. This further reduces signaling due to data collection and storage volume.
	Solution#66 proposes that an NWDAF service consumer requires NWDAF to use a specific input data set, e.g. because certain characteristics of the data set are known to the service consumer. Examples include testing, simulations and performance monitoring, but other use cases may be realized.
	Solution#67 proposes that NWDAF and ADRF can employ data synthesis tools and compression techniques respectively to produce input data for inference and/or training, and to reduce the volume of transferred and stored data.
* * * * Second change * * * *
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The followings are agreed as interim conclusion for Key Issue #4.
For Dealing with buffer overflow of data producer due to muting notifications:
-	1.	For Managing Impact of storing data in NFp during muting, Solutions #41, and #45 and #64 are adopted for normative work.
For ADRF/NWDAF data management enhancement:
-	2.	For ADRF / NWDAF Data Storage Management, ADRF is configured with operator policies for data storage as defined in Solution#46, #65, #67 and #68.
For ADRF stores types of data other than historical data and analytics:
-	3.	For storing ML models in ADRF, MTLF can store ML model in ADRF based on MTLF policy. ADRF shall not duplicate the functionality provided by MLModelProvision Service.
Editor's note:	Detailed procedures, service operations and corresponding parameters on how MTLF stores the ML model in ADRF are FFS.
For DCCF relocation:
-	The DCCF selects a new DCCF to ensure data collection service continuity.
* * * * End of changes * * * *
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