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1. Introduction
This document evaluates and concludes KI#5.
2. Proposal
It is proposed to agree the following changes to 3GPP TR 23.700-81 v0.3.0.
* * * First Change (All new text) * * * *
[bookmark: _Toc54779787][bookmark: _Toc54786747][bookmark: _Toc57201612][bookmark: _Toc57641650][bookmark: _Toc59102003]7.5	Key Issue #5: Enhance trained ML Model sharing
According to the Table 6.0-1, solution#13, #14, #15, #43 and #47 are proposed for Key Issue 5.
Solution #13 and #14 supports sharing of model via ML model file format. When the NWDAF (containing MTLF) registers its NF profile with NRF, the solution #13 and #14 provide means to include ML model file formats in its NF profile. In addition, Solution #14 also includes Supported AI Framework in its NF profile.

Solution #15 introduces Interoperable Indicator indicating what an NWDAF containing MTLF decides to share based on business needs.

Solution #47 introduces Interoperable Token indicating that a certain model is agreed to be share based on business agreements and interoperable testing. The solution supports sharing of models as OCI images and can also support ML model file serialization format. The solution supports multiple environments in which models run in different AnLFs. Neither the format nor the environment is specified in 3GPP, these are rather described in a container which is out of scope out 3GPP.


Solution #47 supports all functionality specified in solution#13, #14 and #15.

Solution #43 is mainly about storing models in ADRF and in KI#5 aspects to be studied are how to enhance trained ML Model sharing between NWDAFs from different vendors. Solution#43 is therefore not evaluated in this KI.

The common characteristics to enable trained ML model sharing between different vendors includes 
a) Interoperability indicator (Solution 15), 
b) Interoperable Token (Solution 47),
c) ML model filter information i.e., ML model file format supported including serialization file formats (Solution 13 and 14), Supported AI Framework Information (Solution 14).
Both a) and c) parameters are complementary to each other. The interoperable indicator allows the MTLF to determine whether to expose the certain ML models to another provider's AnLF or not, and then if allowed select the model. For a selected trained ML model, the ML model filter information (ML model file format and AI Framework information) indicates the ML environment the ML model is trained in and associated output file format.



* * * End of changes * * * *

