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[bookmark: _Hlk526665839]Abstract of the contribution: This paper proposes a solution for KI#8 to support Federated Reinforcement Learning in 5GC.
Discussion
Key Issue#8: Supporting Federated Learning in 5GC is to study architecture enhancement to support Federated Learning which allows the cooperation of multiple NWDAF containing MTLF to train an ML model in 3GPP network. 
This solution proposes NWDAF support for Federated Reinforcement Learning, based on the introduction of the Server NWDAF (Aggregator NWDAF) which is responsible to provide a Global Machine Learning Model and manage the other Local agents (Local NWDAFs) using a feedback mechanism based on rewards. 
Local Agent(Local NWDAF) performs the Local training and provides Local Model parameters based on its own local data set. To increase security, the Local Differential Privacy is applied to the Local Model parameters by the local Agent (Local NWDAF). Then local Agent’s loss factor and its local model parameters are sent to the Aggregator NWDAF.
Proposal
It is proposed to add the following solution to TR 23.700-81.
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Table 6.0-1: Mapping of Solutions to Key Issues
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This solution is proposed to address Key Issue #8: Supporting Federated Learning in 5GC.
This solution proposes NWDAF support for Federated Reinforcement Learning, based on the introduction of the Server NWDAF (Aggregator NWDAF) which is responsible to provide a Global Machine Learning Model and manage the other Local agents (Local NWDAFs) using a feedback mechanism based on rewards. 
Local Agent(Local NWDAF) performs the Local training and provides Local Model parameters based on its own local data set. To increase security, the Local Differential Privacy is applied to the Local Model parameters by the local Agent (Local NWDAF). Then local Agent’s loss factor and its local model parameters are sent to the Aggregator NWDAF.
This solution comprises the following logical steps:
 - Local Agents (Local NWDAFs) Discovery process
 - Configuration of the Local Model in each iteration
 - Protecting the local Model parameters against Security attacks Local Differential Privacy method (LDP)
 - Generating Aggregated Global Model by the Server Agent (Aggregator NWDAF)
 - Providing feedback (i.e., rewards) based on the individual behavior of the Local Agents (Local NWDAFs) 
6.x.2	Procedures
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Figure 6.x.2-1: Procedure to execute Federated Reinforcement Learning.
Pre-condition:0.	An Aggregator NWDAF is selected using NRF-based mechanisms as proposed by other solutions in the present TR.
1.	The Aggregator NWDAF sends Nnrf_NFDiscovery Request to the Network Repository Function (NRF) for Discovering the Local NWDAF instances in the network.
2.	The Aggregator NWDAF sends the NWDAF_initiatesFRL_framework message in order to request the Local NWDAFs to participate in the Learning process. The message contains also the initialization noise parameters to secure the subsequent communication using LDP. With the initialization noise parameters, the Local NWDAFs can secure the subsequent ML model parameters exchange based on the Local Differential Privacy method.
3.	The Local NWDAFs (Local Agents) subscribe to ML_Model_Provision service at the Aggregator NWDAF (Server Agent) in order to receive the initial global model and information related to the training process. For instance, the Aggregator NWDAF determines the Horizontal or Vertical Federated Learning.
4.	The Aggregator NWDAF subscribes to the Analytics provided by the participating Local NWDAF instances after they executed the local training. 
5.	The Aggregator NWDAF collects the parameters of the local ML models. The local NWDAF secure the parameters collection via the LDP method.
6.	The Aggregator NWDAF generates a new Global Model using the local parameters received by the Local NWDAFs, e.g., using Weighted Federated Averaging for the Model Aggregation. 
7.	After the local training, the local NWDFs compute the Loss Factor of their model and send it to the Aggregator NWDAF.
8.	the Aggregator NWDAF test the new aggregated Global Model on its own test data set and generates a list of feedbacks (rewards) and a list of weights according to the individual behavior of local NWDAFs in training the global model and the evaluation result of their local model on their local dataset.
9.	The feedback is sent to the Local NWDAF to help the Local NWDAFs to improve their accuracy in the next iteration. 

6.x34	Impacts on services, entities and interfaces
· TBD
*** End of Changes***
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