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Abstract of the contribution: This contribution is to address the outstanding ENs in the Solution#37 for 5GC assistance to support Group-MBR Monitoring that addresses KI#1 and KI#7. 
Background
The intent of this paper is to address the three outstanding ENs in Solution#37 to support KI#1 and KI#7.  
Furthermore, Solution#16 is merged into this Solution#37, and this Solution#37 is clarified for no longer address KI#5 and KI#6.  
Editor's note:	Further evaluation if the existing MBR monitoring in network slicing can be reused efficiently with some minor updates to support this Application AI/ML Group-MBR monitoring.
Editor's note:	Further discussion if the Application AI/ML Group-MBR monitoring requires more time critical performance.
Editor's note:	Whether QoS actions such as gating is needed to be performed by AF or by PCF is FFS.

1. The first EN is about whether the mechanism to monitor the UE-Slice-MBR can be reused with some enhancement to support the Group-MBR monitoring for the Application AI/ML traffic.   
	Editor's note:	Further evaluation if the existing MBR monitoring in network slicing can be reused efficiently with some minor updates to support this Application AI/ML Group-MBR monitoring.

	Observation: 
As described in TR 23.700-80, clause 6.37.2.1,
The Group-MBR threshold provides the upper bound of the aggregated bit rate across a set of QoS flows which are either a group of GBR or Non-GBR QoS flows corresponding to a group of PDU Sessions for a group of UEs who participate in a specific group transmission operation (e.g. Federated Learning (FL) operation) with active user planes. In general, the Group-MBR threshold is provisioned as part of the Application Subscription data based on the Service Level Agreement (SLA) between the Mobile Network Operation (MNO) and the Application Service Provider (ASP) for a given application. In the case when the application with asymmetric uplink and downlink traffic, Separate Group-MBR thresholds are provisioned for uplink and downlink accordingly.
The Group-MBR is a configurable threshold.  It is not a QoS parameter.  The UE-Slice-MBR is a QoS parameter, however, is a QoS performance specifically defined to regulate the QoS performance for a specific UE.  In order to comply to the specified UE-Slice-MBR QoS parameter for a given UE, the RAN is required to be involved to ensure the 5GS compliance to the specified UE-Slice-MBR performance as described in TS 23.501, clause 5.7.1.10.  
On the other hand, the Group-MBR threshold is provisioned for monitoring the “aggregated” bit rate for a group of UEs and it is not for a particular UE. It has no specific impact to the corresponding UE.  Hence, it does not require RAN to be involved in order to comply to the configured value. 
Other mechanisms beyond UE-Slice-MBR have also been examined to support the monitoring of the Group-MBR threshold, and they are:  
A) Network Slice Admission Control as described in TS 23.501, clause 5.15.11
B) User Data Congestion Analytic as described in TS 23.288, clause 6.8
C) Maximum Data Rate per Network Slice as described in TS 23.503, clause 6.1.4 and TS 23.288, clause 6.10
A) The scope of NSACF monitors and controls the number of registered UEs per network slice and/or the number of PDU Sessions per network slice for the network slices that are subject to Network Slice Admission Control (NSAC). The NSACF is configured with the maximum number of UEs and/or the maximum number of PDU Sessions allowed to be served per S-NSSAI subject to NSAC. The decision of the performance control is defined by the 5G operators and not specific to a particular service provider.  
On the other hand, the monitoring of the Group-MBR is intended for a group of selected UEs which participate in a given Application AI/ML operation of which the selected UEs are not necessarily static during the entire session of the Application AI/ML operation and the life cycle of the operation is much shorter live span when it is compared to the life cycle of a network slice.  In addition, the Group-MBR threshold is not necessarily defined by the 5G operator, rather, it is subjected to the SLA between the 3rd party Service Provider and the 5G operator.  The objective of the Group-MBR monitoring is not to limit a specific UE’s performance when it participates in the corresponding Application AI/ML operation, rather, the objective of the Group-MBR monitoring is to ensure the group performance of the group of UEs does not exceed the threshold that is set for the given Application AI/ML operator. Once such threshold is crossed, the ASP will then determine the appropriate action accordingly, e.g. to request 5GC to apply the gating procedure.        
B) When considering to extend the User Data Congestion Analytics supported by NWDAF to support Group-MBR monitoring, as the scope of the analytics described, this analytic is per UE basis.  Furthermore, the trigger of the notification to the consumer is based on per UE threshold and not per group threshold.  The intent of the Group-MBR threshold is per Group which is irrespective the number of selected UEs. Furthermore, the number of selected UEs for a given Application AI/ML operation is not always constant.  For example, in case of FL operation, each round of the FL training, the number of selected UEs could be different.  Hence, when the consumer subscribes to the User Data Congestion Analytics event from NWDAF, it is not always feasible to equally divide the Group-MBR threshold according to the number of UEs in order to set the individual threshold in the User Data Congestion Analytics.   In other words, a new Analytic ID needs to be introduced in order to support this Group-MBR monitoring.   
C) When leveraging Maximum Data Rate Per Network Slice mechanism, examining the two existing possible procedures as described in TS 23.503, clause 6.1.4.2 (i.e. Limitation of data rate per network slice with assistance of the NWDAF as described in TS 23.288, clause 6.10) and clause 6.1.4.3 (i.e. Limitation of data rate per network slice with PCF based monitoring) that can be considered to monitor the Maximum Data Rate per Network Slice, several considerations arise in order which are examined for possible extensions to support the Group-MBR monitoring.  
a. Monitoring data rate per network slice using the NWDAF based assistance
Leveraging the NWDAF Dispersion Analytics assistance as described in TS 23.288, clause 6.10, to support the Group-MBR monitoring has the following issues: 
i. In-appropriate use of the “Internal Group Identifier”Lack of flexible grouping mechanism to support Group-MBR monitoring for a specific set of QoS flows  
The current Dispersion Analytics that is used to enable the NWDAF assistance to monitor the data rate per network slice for the aggregated monitoring support only based on a single UE (SUPI), or a group of UEs (an Internal Group ID), or any UE“Internal Group ID”.  Although the group of UEs that participate in the given FL operation are may be associated with a specific Internal Group, however, not all UEs within the Internal Group and associated with the same Application Id are required selected by the AF to have their bit rates to be aggregated monitored in order to be compared against the Group-MBR threshold.  Only the subset of the UEs within the Internal Group are required to be monitored.  More specifically, only those UEs who are selected by the AF to participate in the specific round of FL operation and they may not be selected in for the next round of the FL operation. Note that, for a given FL operation, there would be many rounds of group training cycles.    
Therefore, each round of the FL operation may have different group set of UEs dependent on the AF’s decision of the UE members for the given round of the FL operation.  Hence, if AF requests the Group-MBR to be monitored with the assistance of the Dispersion Analytics, the AF will need to assign and to provision a special unique Group Identifier that identifies the group of the UEs who are selected for the given round of the FL training.  When comparing to a Network Slice instance, theThe life cycle for each round of the FL session has much shortervery short time frame, with the duration of few seconds; , and between the cycleseach round within each FL sessionof the FL operation, it could be only a few seconds apartis also had a very short time frame, in a 10’s seconds.  Therefore, having the AF to assign and to provision a special unique Group Identifier within such a short time frame in order to leverage the Dispersion Analytics imposes unrealistic complexity to the AF, UDM and NWDAF to support manage the group assignment, and also the performance impact and signalling overheads just to enable the communication of the Group Identifier between the 5GC and AF.   Hence, the Dispersion Analytics is not a suitable mechanism to be used to support the Group-MBR monitoring.
ii. UE data volume dispersion collected by SMF or UPF does not support per QoS flow granularity 
When further looking into the volume dispersion in Dispersion Analytics, as described in TS 23.288, clause 6.10.2, Data volume can also be collected from the UPF per UE IP address across all applications or per UE for specific application(s). The bit rate collection from each UE to support the Group-MBR monitoring requires the QoS flow level of granularity.  However, the current UE data volume dispersion collected by SMF or UPF does not support per QoS flow granularity.  Hence, additional enhancement is needed for the Dispersion Analytics. 
iii. Analytics output is based on statistic data collection which is not the real-time measurement  
The purpose of the Group-MBR monitoring is for the near real-time measurement due to the short time frame (i.e. in few seconds) of the FL training cycle.  Output from the Dispersion Analytics is based on statistical evaluation which does not align with the objective ofwill be efficient enough to support the Group-MBR monitoring.   
b. Monitoring data rate per network slice with the PCF support  
In order to extend the PCF-based Maximum Data Rate per Network Slicing monitoring to support for the Group-MBR monitoring, the same similar issues raised againstconsideration for the NWDAF approach above apply also to the PCF approach.  In addition, the most fundamental issue with the PCF approach is that, the measurement as described in TS 23.503, clause 6.1.10.1.24.3, is based on the QoS parameters, e.g. Authorized Session- AMBR and MBR for non-GBR and GBR traffic. , According to TS 23.501, clause 5.7.2.6, the Session-AMBR limits the aggregate bit rate that can be expected to be provided across all Non-GBR QoS Flows for a specific PDU Session. The Session-AMBR is measured over an AMBR averaging window which is a standardized value. This implies that AMBR averaging window is status and cannot be changed to adapt specific application, such FL learning cycle for the FL operation.  however, theFurthermore, the objective of the Group-MBR monitoring is target for the near real-time aggregated bit rate measurement for a set of QoS flows.  If extending may require the PCF to support the near real-time collected aggregatedobtain the UE’s QoS flow bit rate measurementfrom UPF instead of UDR, this implies the existing N7 and N4 interfaces could be impacted in order to enable PCF to support new services and new event with UPF, not to mention that the additional amount of signalling would be added. In addition, all the selected UEs’ serving PCFs will need to be coordinated to support the bit rate aggregation in order to perform Group-MBR monitoring.   
Based on the above observations for C), to extend the existing mechanisms to monitorextending the Maximum Data Rate per Network Slice seems does not seem to be a viable option, but in reality.  , In order to make it feasible, it will impose significant changes to the existing mechanisms and also introduce higher volume of signalling traffic and system complexity while the extensions to the existing mechanism may not even able to achieve the system performance requirement and objective.    
When comparing all the mechanisms above to existing Solution#37 which just extending the “existing” UPF Exposure service by adding a new event to enable the UPF to report the bit rate of the selected UE’s QoS flow to the AaaML NF/NEF to perform the aggregation. Such simple extension does not require multiple PCFs coordination and does not restrict single PCF serving to all UEs.  It is proven that the Solution#37 is the most simple and viable option to support Group-MBR monitoring. 
 

	Conclusion: 
After thoroughly examining the 4 possible options – i.e. UE-Slice-MBR, Network Slicing Admission Control, User Data Congestion Analytics and Maximum Data Rate per Network Slice, none of the existing mechanisms above provide a viable or better mechanism than the current Solution#37.   By extending the “existing” UPF Exposure service to report per UE bit rate to the AaaML NF/NEF which then performs the bit rate aggregation and compares it against the Group-MBR threshold requires only to add a new event to the existing UPF exposure service.  Only if the aggregated bit rate exceeds the threshold, then the AaaML/NEF will notify the AF for the surpassed threshold.   From overall system impacts, performance and system implementation requirements considerations, the simplicity approach proposed by Solution#37 is far more superior than any alternative option that has been considered above.  Therefore the EN above should be removed and Solution#37 remains as the best solution for monitoring the Group-MBR threshold.  
   



2. The second EN is about to determine what would the operation time performance requirement for Group-MBR monitoring when comparing different possible solutions.   
	Editor's note:	Further discussion if the Application AI/ML Group-MBR monitoring requires more time critical performance.

	Observation: 
One of the main purposes of the Group-MBR monitoring is to enable the real-time or near real-time monitoring for the “on-going” Application AI/ML operation (e.g. FL).   For Application FL operation, there have been research on the bit rate performance among the FL members that impacts the FL operation.  The summary of research performance is shown in the figure below.  In the research study, the FL server selected the group of best performed UE for each round of the FL training which demonstrated the acceleration of the FL training performance. 
In order to have the best FL performance under the Group-MBR threshold, the application layer scheduling may select different UE members and different bit rate (QoS parameter) for each UE per a given FL training round, meanwhile the aggregated bit rate among the UEs does not exceed the threshold.  As long as the aggregated bit rate among the group of UEs is within the Group-MBR threshold according to the SLA between the mobile operator and ASP, this would benefit the final performance of the given FL operation.  Therefore, the ongoing Group-MBR monitoring could assist the FL server decision for dynamic per UE bit rate adjustment and UE re-selection if the Group-MBR threshold is being exceeded. 
[image: ]
Furthermore, from the network resource monitoring perspective, in order to monitor the ongoing Application AI/ML operation to not to impact the non Application AI/ML performance, the Group-MBR threshold monitoring can alert both 5GS and AF when such situation arises and to determine the appropriate action accordingly.   
When examining timing performance for the real-time monitoring to support for the on-going Application AI/ML Group-MBR monitoringFL operation, the evaluations of other possible extensions to other existing features were discussed in details when addressing the EN#1 above.  Based on the evaluation above, the current Solution#37 is demonstrated as the most simple, most optimal and best performance solution compared against other mechanisms.
Any data analytics approach is not the good fit to support real-time monitoring for the “on-going” super short life cycle AI/ML operation because analytics is based on statistical measurements and therefore it requires much longer life cycle measurement to derive the analytics results.   The four alternatives that have been considered when evaluating EN#1 as discussed above, they all have identified as unfit or required significant update to the features which will introduce more processing and signaling delay.  
For examples: 
· If defining a “new” NWDAF Analytics ID to report the per UE bit rate to the AF, then, for each selected UE within the groupby the FL AF, the AF needs to subscribe to the new NWDAF Analytics ID for each cycle of the FL operation when the FL member is changed.  Likewise, NWDAF will then notify to the AF for the latest bit rate for each UE.  This implies the amount of signalling between the 5GC and AF are increased based on the number of UEs is within the group.   With the existing proposal of Solution#37, the AF is required only to subscribe to the AaaML NF/NEF once and to receive the notification only if the Group-MBR threshold is exceeded.   From the implementation complexity perspective, new procedure for the new NWDAF Analytics ID needs to be implemented and also the implementation impact against the AF to support the new Analytics ID.  
Assuming further optimize the implementation of the “new” NWDAF Analytics ID by having the NWDAF to perform the aggregation of the UEs’ bit rate and compare it against the Group-MBR, it still needs to implement new procedure to support the new NWDAF Analytics ID of which the impact to NWDAF introduces a dependency of this study on the FS_eNS_Ph3.   Hence, from implementation impact and performance perspective, there is no benefit to introduce a “new” NWDAF Analytic ID rather than extending the existing UPF service to report the bit rate to the NEF.  
· When considering to extend the UE-Slice-MBR mechanism, as described earlier, it is not a viable option or comparable option because Group-MBR threshold is not a QoS parameter of the which measurement is based on the standardized value as described in TS 23.501, clause 5.7.2.6, and it does not have similar performance characteristic as the UE-Slice-MBR.which is not adjustable to adapt to the Group-MBR monitoring performance.   
· When considering to extend the monitoring support for the Maximum data Data rate Rate for the network Network Sslice as described earlier, it is also not a viable option due to significant amount of complexity imposed to the existing mechanism and performance impacts which could not satisfy the requirement and objective for monitoring the Group-MBR threshold. 
Hence, based on the observation above, Solution#37 demonstrates the most simple and best performed Group-MBR monitoring mechanism irrespective of what the timing requirement might be. 

	Conclusion: 
After examining different various approaches to support Group-MBR monitoring, there is no other solution currently identified which can provide a better performance and less overall system impacts irrespective of what the timing requirement might be. 


 

3. The third EN is about once the Group-MBR threshold has crossed, if any follow up action should also be specified?  
	Editor's note:	Whether QoS actions such as gating is needed to be performed by AF or by PCF is FFS.

	Observation: 
It is certainly reasonable to determine what could be the possible follow up action once the Group-MBR threshold has crossed.  However, such decision is the operation policy based on the decision between the mobile operator and ASP.  Furthermore, such Group-MBR monitoring mechanism has no dependency on the gating policy or any other policy that may be defined.  Hence, it is proposed to address the operation policy either during the normative phase or to leave it to the network implementation decision.   

	Conclusion: 
Group-MBR monitoring mechanism has no dependency on the gating policy or any other policy that may be defined.  Hence, it is proposed to resolve the decision whether to perform gating until the normative phase.   





Proposals
***** Start of Changes *****
[bookmark: _Toc104816884]6.37	Solution #37: Solution for 5GC Assistance to support Group-MBR Monitoring
[bookmark: _Toc104816885]6.37.1	Description
This solution touches on KI #1, #5, #6 and #7.
NOTE:	This The solution is highly related to Sol#16 and haswith overlapping contents with parts of clauses 6.16.6.2.1, 6.16.2.2, 6.16.2.3, 6.16.2.5and similar concept is merged into this solution.
Federated learning (FL) is a group-based learning method and there will be many files and multiple rounds of interactions between the UEs and the FL server over 5GS during the FL process. Just like any other services, there should be SLA between the MNO and ASP to agree on the allowance of the maximum throughput that can be consumed between the end points (i.e. the group of UEs and the AS) of the given FL operation. Therefore, it is necessary to introduce a system monitoring parameter to assist the AF to keep track of the status of the aggregated throughput usage for the given federated learning operation.
During the FL operation, the application server can be connected to one or more NG-RAN nodes through one or more UPFs, and each NG-RAN node could be serving multiple UEs participating in FL operation. Figure 6.37.1-1 below, illustrates an example of 7 UEs in total within the service area of a given FL operation. In a specific round, AF selects 5 of them to be participated in the FL training. In order to ensure that the resources consumed by the 5 UEs are within the specified throughput limit, the UPF(s) report(s) the actual bit rate for the 5 corresponding QoS flows that support the FL operation periodically to the serving NEF. The serving NEF then aggregates the bit rates for the 5 QoS flows and compares aggregated bit rate against the Group-MBR for the given FL operation. The aggregated bit rate shall not exceed the provisioned Group-MBR for the given FL operation. The following figure presents the high-level representation of the descriptions above.


Figure 6.37.1-1: The definition of the aggregated bit rate and the Group-MBR
In order to support the Group-MBR monitoring as described above, this solution proposes to extend the Application Function (AF) Influence on traffic routing functionality to enable 5GC assistance to support the Group-MBR monitoring for the group transmission operation (e.g. FL operation) when such operation is activated by the Application AI/ML AF.
It is beneficial to leverage existing AF Influence for Traffic Routing to support Group-MBR monitoring, because it is capable of triggering the group policy management in PCFs, SMFs and UPFs that serve the UEs who participate in the Application AI/ML operation.
In order to assist the Application Function (AF) to supervise the total aggregated bit rate consumed by the group of the transmissions for the given Application AI/ML operation (e.g. FL operation) to be in compliance with the SLA between the MNO and the ASP, this solution proposes the Group-MBR monitoring operation to provide the assistance to the AF as follows:
The Group-MBR monitoring is initiated by the Application AI/ML AF to request 5G system which supports the group transmission operation for the Application AI/ML traffic (e.g. FL operation). The Group-MBR monitoring is applied separately for uplink and downlink Application AI/ML traffic. This is to accommodate the case of asymmetric bitrate for UL and DL directions. The following presents the high-level descriptions of this solution on how 5G system assists the Application AI/ML AF to perform the Group-MBR monitoring:
-	Prior to the start of the group transmission operation of user plane traffic initiated by the Application AI/ML AF, the Group-MBR threshold should have been provisioned in the 5G Core related to the application subscription data which is identified by Application Identifier and/or traffic filtering information. network slice (i.e. S-NSSAI) and DNN.
-	The Application Function (AF), which controls and operates the given application AI/ML operation, initiates the Group-MBR monitoring request to 5G Core for a given set of QoS flows corresponding to a group of PDU sessions that support a group transmission operation (e.g. FL operation). The AF request includes the AF Transaction Id, the AF own identifier (i.e. AF Identifier), the Group Identifier, the Application Identifier and/or the traffic filtering information, as well as the Maximum Duration of Reporting and Group Reporting Guard Time as specified in clause 4.15.1 of TS 23.502 [4].
-	When the NEF receives the AF request, it ensures the necessary authorization for the incoming AF request. NEF may have to perform mapping for the information from the AF request. NEF will then store the information received from the AF request into the UDR.
-	The Policy Control Functions (PCFs) which serve the group of UEs for their corresponding PDU sessions that support the group transmission operation (e.g. FL operation) for the given application will be notified by the UDR about the policy impacts towards those PDU sessions as the outcome of the AF request.
-	The PCFs updates the corresponding Session Management Functions (SMFs) that provision the PSA UPFs which control the affected PDU sessions with the Bit Rate Reporting policy for the target QoS flows. In addition, the Group Reporting Guard Time and the Maximum Duration of Reporting are provided to each of the PSA UPFs. The PSA UPFs are then activated for the Bit Rate Reporting of the QoS flows that supports the Application AI/ML group transmission operation (e.g. FL operation). The consumer of the Bit Rate Reporting is associated with the address of the NEF.
-	Between the Group Reporting Guard Times, the PSA UPF for a given UE, who participates in the group transmission operation (e.g. FL operation), reports the bit rate of the QoS flow corresponding to the specified Application Identifier or Traffic Filtering information. The given QoS flow could be either GBR or Non-GBR. The UPF reports the bit rate of the given QoS Flow to the AF's serving NEF based on the address that is provisioned by the PCF.
-	When the NEF receive a set of bit rates reports from the group of PSA UPFs, the NEF will aggregate the set of bit rates and compare the aggregated value against the Group-MBR threshold. If the aggregate bit rate exceeds the Group-MBR threshold, the NEF will notify the AF for the event about the excess traffic over the Group-MBR threshold together with the AF Transaction Identifier.
-	The NEF sums up the bit rates for the active QoS flows per uplink and downlink separately NEF sums up the bit rate of the active QoS flows for the uplink and for the downlink traffic. NEF compares the aggregated bit rate for the uplink or downlink traffic against the provisioned Group-MBR threshold for the uplink or downlink traffic, respectively.
-	Whether the AF exerts any traffic mediation action when it receives the Group-MBR monitoring report (e.g. requesting 5G Core to apply traffic gating on specific QoS flow), it is beyond the scope of this solution.
-	Until the expiration of the Maximum Duration of Reporting which was specified by the AF, the time left until the Maximum duration of reporting is less than the Group Reporting Guard Time, or AF explicitly terminates the Group-MBR monitoring, the Group Reporting Guard Timer will restart and the PSA UPF continues to perform the Bit Rate Reporting for the given QoS flow to the NEF periodically.
6.37.1.1	Analysis on Possible Alternatives to support Group-MBR monitoring
6.37.1.1.1	Analyzing Existing MBR monitoring in Network Slicing Related Mechanisms
When considering to extend the existing MBR monitoring in network slicing related mechanisms to support Group-MBR monitoring, four different options have been explored with conclusions described below.    
The four different options for considerations are: 
· Considerations for extending UE-Slice-MBR QoS parameter 
· Considerations for extending Network Slice Admission Control as described in TS 23.501, clause 5.15.11
· Considerations for extending User Data Congestion Analytic as described in TS 23.288, clause 6.8
· Considerations for extending Maximum Slice Data Rate monitoring as described in TS 23.503, clause 6.1.4 and TS 23.288, clause 6.10

(1) Considerations for extending UE-Slice-MBR QoS parameter
The Group-MBR as defined in this solution is a configurable threshold.  It is not a QoS parameter.  The UE-Slice-MBR is a QoS parameter, however, it is a QoS parameter specifically defined to regulate the QoS performance for a specific UE.  In order to comply to the specified UE-Slice-MBR QoS parameter for a given UE, the RAN is required to be involved to ensure the 5GS compliance to the specified UE-Slice-MBR performance as described in TS 23.501, clause 5.7.1.10.  
On the other hand, the Group-MBR threshold is provisioned for monitoring the “aggregated” bit rate for a group of UEs and it is not for a particular UE.  UE-Slice-MBR as currently is defined, it cannot be extended to support the Group-MBR monitoring because the intent of the Group-MBR monitoring is to monitor a set of QoS flows of a group of UEs and not for a single UE. Furthermore, this solution has no intention to define an unnecessary new QoS parameter to monitor the aggregated bit rate for a group of UEs who participate in a specific Application AI/ML FL operation.   
(2) Considerations for extending Network Slice Admission Control as described in TS 23.501, clause 5.15.11
The scope of NSACF monitors and controls the number of registered UEs per network slice and/or the number of PDU Sessions per network slice for the network slice that is subject to Network Slice Admission Control (NSAC). The NSACF is configured with the maximum number of UEs and/or the maximum number of PDU Sessions allowed to be served per S-NSSAI subject to NSAC. The decision of the performance control is defined by the 5G operators and not specific to a particular service provider.  
On the other hand, the monitoring of the Group-MBR is intended for a set of specific QoS flows of a group of selected UEs who participate in a specific Application AI/ML operation. During the entire FL operation, the selected UEs are not static and it may be changed between different rounds of the FL operation.  The life cycle of the FL operation is much shorter than the life cycle of a network slice.  It is incompatible to extend NSACF to support the Group-MBR monitoring because the fundamental principle of NSAC is for the purpose of admission control on the UE and PDU session for a given network slice.  The Group-MBR monitoring has nothing to do with the admission control, rather, it is about monitoring the aggregated bit rate among a set of QoS flows for a group of selected UEs and to provide report to the AF when the aggregated bit rate exceeds the Group-MBR threshold.  The objective of the Group-MBR monitoring is to ensure the group performance of the group of UEs does not exceed the threshold that is set for the specific Application AI/ML operation. Once such Group-MBR threshold is crossed, the ASP will then determine the appropriate action accordingly which is not in scope of this solution.        
(3) Considerations for extending User Data Congestion Analytic as described in TS 23.288, clause 6.8
When considering to extend the User Data Congestion Analytics supported by NWDAF to support Group-MBR monitoring, as the scope of the analytics currently described, this analytic is per UE basis.  Furthermore, the trigger of the notification to the consumer is based on per UE threshold and not per group threshold.  The intent of the Group-MBR threshold is per Group irrespective the number of selected UEs with the group.  Hence, in order to extend the User Data Congestion Analytic to support Group-MBR monitoring, a new Analytic ID will need to be introduced.  
Furthermore, the number of selected UEs for each round within the FL operation is not constant and could be different.  If one would suggest to leverage User Data Congestion Analytics to monitor the specific QoS flow for a specific UE who is selected by the AF for the given round of FL operation.  Then, one needs to determine what the threshold can be assigned to each UE for the monitoring.  Unfortunately, such assumption cannot be done because the intent of the Group-MBR monitoring is not about having the QoS flow for each selected UE to have the “same” bit rate.  Rather, it is about the aggregated bit rate among the set of QoS flows of the selected UE not to exceed the Group-MBR threshold.    Hence, when the consumer subscribes to the User Data Congestion Analytics event from NWDAF, it is not always feasible to equally divide the Group-MBR threshold according to the number of UEs in order to set the individual threshold in the User Data Congestion Analytics.   Therefore, a completely new Analytic ID needs to be introduced in order to support this Group-MBR monitoring.   
(4) Consideration for extending the Maximum Slice Data Rate Monitoring as described in TS 23.503, clause 6.1.4 and TS 23.288, clause 6.10
When leveraging Maximum Slice Data Rate monitoring mechanism, two possible procedures as described in TS 23.503, clause 6.1.4.2 (i.e. Limitation of data rate per network slice with assistance of the NWDAF as described in TS 23.288, clause 6.10) and clause 6.1.4.3 (i.e. Limitation of data rate per network slice with PCF based monitoring) can be considered to monitor the Maximum Data Rate per Network Slice, which are examined for possible extensions to support the Group-MBR monitoring.  
i. Monitoring data rate per network slice using the NWDAF based assistance
Leveraging the NWDAF Dispersion Analytics as described in TS 23.288, clause 6.10, to support the Group-MBR monitoring has the following issues: 
i. Lack of flexible grouping mechanism to support Group-MBR monitoring for a specific set of QoS flows 
The current Dispersion Analytics that is used to enable the NWDAF assistance to monitor the data rate per network slice for the aggregated monitoring support only based on a single UE (SUPI), or a group of UEs (an Internal Group ID), or any UE.  Although the group of UEs that participate in the given FL operation may be associated with a specific Internal Group, however, not all UEs within the Internal Group and associated with the same Application Id are selected by the AF to have their bit rates to be monitored against the Group-MBR threshold.  Only the subset of the UEs within the Internal Group are required to be monitored.  More specifically, only those UEs who are selected by the AF to participate in the specific round of FL operation and they may not be selected for the each round of the FL operation. Note that, for a given FL operation, there would be many rounds of group training cycles.    
Therefore, each round of the FL operation may have different set of UEs dependent on the AF’s decision of the UE members for the given round of the FL operation.  Hence, if AF requests the Group-MBR to be monitored with the assistance of the Dispersion Analytics, the AF will need to assign and to provision a special unique Group Identifier that identifies the group of the UEs who are selected for the given round of the FL training.  The life cycle for each round of the FL session has very short time frame, with the duration of few seconds; and between each round of the FL operation, it is also had a very short time frame, in a 10’s seconds.  Therefore, having the AF to assign and to provision a special unique Group Identifier within such a short time frame in order to leverage the Dispersion Analytics imposes unrealistic complexity to the AF, UDM and NWDAFto manage the group assignment, and also the performance impact and signalling overheads just to enable the communication of the Group Identifier between the 5GC and AF. Hence, the Dispersion Analytics is not a suitable mechanism to be used to support the Group-MBR monitoring.
ii. UE data volume dispersion collected by SMF or UPF does not support selected set of QoS flows 
When further looking into the volume dispersion in Dispersion Analytics, as described in TS 23.288, clause 6.10.2, Data volume can also be collected from the UPF per UE IP address across all applications or per UE for specific application(s). 
According to TS 23.288, clause 6.10.2, there are two modes of data collection:
-	Non periodical: A mode where the data volume is requested and consequently provided for the total volume of a PDU session.
-	Periodical: A mode where data volume is provided periodically between the start and stop of a PDU session. The period can be specified in the requested analytic target period or configured as a default value in the UPF.
For the purpose of Group-MBR monitoring, neither of the two existing modes would work:
· For Non periodical monitoring collects the total data volume for a PDU session and not per QoS flow or for a set of QoS flows. 
· For Periodical monitoring, the period is set between the start and stop of the PDU session which would not necessarily true w.r.t. to the FL operation because the PDU session could still ongoing even though the QoS flow within the PDU session is no longer be selected for the FL operation. 
The above observations for the existing modes imply to introduce a new periodical monitoring mode of which the start and stop times need to be explicitly set by the consumer and cannot be bound by the duration of the PDU session.  However, in the FL operation, the duration of each round is very short, i.e. in a magnitude of few seconds.  Hence, it is extremely inefficient and unrealistic to trigger NWDAF for setting the start and stop times for each cycle of the FL operation. 
Even with the extension to add new monitoring mode, the existing volume dispersion in Dispersion Analytics does not support the aggregation of data volume for a set of selected QoS flows.  This implies that either NWDAF needs to be extended to aggregate the traffic volume for the set of identified QoS flows or it relies on the consumer, i.e. NEF or AF, to perform the aggregation.    
In summary, the volume dispersion introduces additional complexity to the NWDAF to support Group-MBR monitoring, and it is uncertain whether the Dispersion Analytics can sustain the tight monitoring frequency requirement for the FL operation in the magnitude of few seconds between start and stop. 
iii. Monitoring data rate per network slice with the PCF support  
In order to extend the PCF-based Maximum Data Rate per Network Slicing monitoring to support the Group-MBR monitoring, the similar consideration for the NWDAF approach above apply also to the PCF approach.  In addition, the most fundamental issue with the PCF approach is that, the measurement as described in TS 23.503, clause 6.1.4.3, is based on the QoS parameters, e.g. Authorized Session-AMBR and MBR for non-GBR and GBR traffic. According to TS 23.501, clause 5.7.2.6, the Session-AMBR limits the aggregate bit rate that can be expected to be provided across all Non-GBR QoS Flows for a specific PDU Session. The Session-AMBR is measured over an AMBR averaging window which is a standardized value. This implies that AMBR averaging window is status and cannot be changed to adapt specific application, such FL learning cycle for the FL operation.  Furthermore, the objective of the Group-MBR monitoring is target for the near real-time aggregated bit rate measurement for a set of QoS flows.  If may require the PCF to obtain the UE’s QoS flow bit rate from UPF instead of UDR, this implies the existing N7 and N4 interfaces could be impacted in order to enable PCF to support new services and new event with UPF, not to mention that the additional amount of signalling would be added. In addition, all the selected UEs’ serving PCFs will need to be coordinated to support the bit rate aggregation in order to perform Group-MBR monitoring.  
When comparing all the mechanisms above to existing Solution#37 which just extending the “existing” UPF Exposure service by adding a new event to enable the UPF to report the bit rate of the selected UE’s QoS flow to the AaaML NF/NEF to perform the aggregation. Such simple extension does not require multiple PCFs coordination and does not restrict single PCF serving to all UEs.  It is proven that the Solution#37 is the most simple and viable option to support Group-MBR monitoring. 

[bookmark: _Hlk109404606]Editor's note:	Further evaluation if the existing MBR monitoring in network slicing can be reused efficiently with some minor updates to support this Application AI/ML Group-MBR monitoring.

6.37.1.1.2	Analyzing the Performance Considerations for Group-MBR monitoring
One of the main purposes of the Group-MBR monitoring is to enable the real-time or near real-time monitoring for the “on-going” Application AI/ML operation (e.g. FL).   For Application FL operation, there have been research on the bit rate performance among the FL members that impacts the FL operation.  The summary of research performance is shown in the figure below.  In the research study, the FL server selected the group of best performed UE for each round of the FL training which demonstrated the acceleration of the FL training performance. 
In order to have the best FL performance under the Group-MBR threshold, the application layer scheduling may select different UE members and different bit rate (QoS parameter) for each UE per a given FL training round, meanwhile the aggregated bit rate among the UEs does not exceed the threshold.  As long as the aggregated bit rate among the group of UEs is within the Group-MBR threshold according to the SLA between the mobile operator and ASP, this would benefit the final performance of the given FL operation.  Therefore, the ongoing Group-MBR monitoring could assist the FL server decision for dynamic per UE bit rate adjustment and UE re-selection if the Group-MBR threshold is being exceeded. 
[image: ]
  
When examining timing performance for the real-time monitoring to for the on-going Application AI/ML FL operation, the evaluations of other possible extensions to other existing features were discussed in details when addressing the EN#1 above.  Based on the evaluation above, the current Solution#37 is demonstrated as the most simple, most optimal and best performance solution compared against other mechanisms.
Any data analytics approach is not the good fit to support real-time monitoring for the “on-going” super short life cycle AI/ML operation because analytics is based on statistical measurements and therefore it requires much longer life cycle measurement to derive the analytics results.   The four alternatives that have been considered when evaluating EN#1 as discussed above, they all have identified as unfit or required significant update to the features which will introduce more processing and signaling delay.  
For examples: 
· If defining a “new” NWDAF Analytics ID to report the per UE bit rate to the AF, then, for each selected UE by the FL AF, the AF needs to subscribe to the new NWDAF Analytics ID for each cycle of the FL operation when the FL member is changed.  NWDAF will then notify to the AF for the latest bit rate for each UE.  This implies the amount of signalling between the 5GC and AF are increased based on the number of UEs is within the group.   With the existing proposal of Solution#37, the AF is required only to subscribe to the AaaML NF/NEF once and to receive the notification only if the Group-MBR threshold is exceeded.   From the implementation complexity perspective, new procedure for the new NWDAF Analytics ID needs to be implemented and also the implementation impact against the AF to support the new Analytics ID.  
Assuming further optimize the implementation of the “new” NWDAF Analytics ID by having the NWDAF to perform the aggregation of the UEs’ bit rate and compare it against the Group-MBR, it still needs to implement new procedure to support the new NWDAF Analytics ID of which the impact to NWDAF introduces a dependency of this study on the FS_eNS_Ph3.   Hence, from implementation impact and performance perspective, there is no benefit to introduce a “new” NWDAF Analytic ID rather than extending the existing UPF service to report the bit rate to the NEF.  
· When considering to extend the UE-Slice-MBR mechanism, as described earlier, it is not a viable option or comparable option because Group-MBR threshold is not a QoS parameter of the which measurement is based on the standardized value as described in TS 23.501, clause 5.7.2.6, which is not adjustable to adapt to the Group-MBR monitoring performance.   
· When considering to extend the monitoring support for the Maximum Slice Data Rate monitoring as described earlier, it is also not a viable option due to significant performance impacts to the existing mechanism in order to satisfy the requirements and objectives for monitoring the Group-MBR threshold. 
Hence, based on the observation above, Solution#37 demonstrates the most simple and best performed Group-MBR monitoring mechanism irrespective of what the timing requirement might be.

Editor's note:	Further discussion if the Application AI/ML Group-MBR monitoring requires more time critical performance.

6.37.1.1.3	Analyzing whether Gating support is needed
It is certainly reasonable to determine what could be the possible follow up action once the Group-MBR threshold has crossed.  However, such decision is the operation policy based on the decision between the mobile operator and ASP.  Furthermore, such Group-MBR monitoring mechanism has no dependency on the gating policy or any other policy that may be defined.  Hence, it is proposed to address the operation policy either during the normative phase or to leave it to the network implementation decision.   
Editor's note:	Whether QoS actions such as gating is needed to be performed by AF or by PCF is FFS.

***** End of Changes *****
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