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Abstract of the contribution: This paper analyses the implication to support Roaming and ETSUN as well as to improve signalling efficiency and propose a way forward. 
Discussion
TR 23.757 v1.2.0 includes the following:
Editor's note:
The following aspects need to be studied:

…

-
Roaming aspects

-
UE join MB service when involving ETSUN procedure

Roaming aspects

For outbound roamer, if the home operator provides 5MBS service, the outbound roamer is not expected to join the MB service, e.g. in public safety, the outbound roamer will probably not be able to help anyway when not being on site. In this case, the unicast delivery could be used in case there is need. Note that unicast delivery can benefit from functionality such as rate adaptation.
For Inbound roamer, TS 22.246 states
“…an MBMS user service may be provided to the operator's own subscribers and/or to inbound roaming subscribers from other operators”
[Observation-1] If it’s the SMF that handles UE JOIN, the 5MBS does not work if the PDU Session is home routed, and PDU Session using LBO must be assumed.
-
LBO has implications (e.g. special roaming agreement to allow IP address allocation in VPLMN, how to deal with charging), thus mandating LBO to support 5MBS for inbound roamers may impose additional requirement to the network deployment.
-
Assume LBO is possible, using UDM or NEF to discover/select MB-SMF (see also S2-2100342) implies that the AF needs to provision UDM with MB-SMF ID (in the UDM option), or the NEF in VPLMN needs to be pre-configured in UDM (in the NEF option), which may be yet another challenge. [image: image1.png]'5MBS NOT working if PDU Session for inbound roamer is home Routed LBO s mandated to support SMBS for inbound roamers.
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Figure 1 SMF handling UE JOIN (i.e. SMF-centric approach), LBO PDU Session mandated for inbound roamers
[Observation-2] If it’s the AMF that handles UE JOIN, 5MBS can work regardless of PDU Session being home routed or local breakout
 -
in the Home Routed case, or in the LBO case (if possible), the AMF in VPLMN handles the UE JOIN for the inbound roamer in the same way as for its own subscribers.
[image: image2.png]5MBS works regardless of how PDU Session is being routed, HR or LBO
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Figure 2 AMF handling UE JOIN (i.e. AMF-centric approach), 5MBS works for inbound roamer without mandating LBO
[Observation-3] When the PDU Session is home routed, 5GC Individual Delivery (if possible) for the inbound roamers implies trombone routing (i.e. MBS data routed from VLPMN to HPLMN and then back to VPLMN).
ETSUN (i.e. Support of deployments topologies with specific SMF Service Areas)
In ETSUN, the network entities in different SMF Service Areas may be managed as a whole (see Figure 3).
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Figure 3 Network entities in different SMF Service Areas managed as a whole, I-SMF impacted to handle 5MBS Session

[Observation-4] If network entities in different SMF Service Areas are managed as a whole, and if it’s the SMF that handles UE JOIN for PDU Session involving I-SMF (see Figure 3), 

-
the I-SMF will be impacted to support the MBS Session handling in the following procedures:

UE JOIN 

UE LEAVE
Xn-based HO

No change of I-SMF

Re-allocation of I-SMF

Insertion of I-SMF

Removal of I-SMF
N2-based HO

No change of I-SMF

Re-allocation of I-SMF

Insertion of I-SMF

Removal of I-SMF
· The A-SMF may need to have the knowledge of other SMF Service Areas, depending on the use case, see scenario in Figure 4.

In ETSUN, the network entities in different SMF Service Areas may be managed separately by different subsidiaries of the same operator (e.g. Region A or B in Figure 4), which are comparable with roaming scenarios, except that same PLMN or equivalent PLMNs are used as ETSUN applies to the same operator network
[image: image4.png]5MBS could work, however SMF need to have knowledge of other SMF service areas (which is not supposed to
have) to discover MB-SMF based on location. I-SMF impact expected to handle mobility
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Figure 4 SMF handling UE JOIN (i.e. SMF-centric approach), different SMF areas managed by different subsidiaries
[Observation-5] If network entities in different SMF Service Areas are managed separately, and if it’s the SMF that handles UE JOIN for PDU Session involving I-SMF, the Anchor-SMF will have to have the logic to discover/select the MB-SMF based on SMF service area (i.e. Region) where the UE is currently in. SMF is not supposed to have the knowledge of other SMF service areas (AMF is designed to have such knowledge).
[Observation-6] If it’s the AMF that handles UE JOIN (see Figure 5), the 5MBS shared delivery can work properly regardless of how the SMF Service Areas are managed (as a whole or by  different subsidiaries), and regardless of whether I-SMF is involved or not.
-
If individual delivery is required and I-SMF is involved, the expected impact on I-SMF is to pass the MBS related info from the AMF to A-SMF transparently. Note that Individual Delivery implying trombone routing of MBS data (e.g. packet from Area A to Area B and then to Area A again) is not recommended in the case that PDU Session is routed to the home region.

[image: image5.png]SMBS works regardless of whether PDU Session involves I-SMF or not
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Figure 5 AMF handling UE JOIN (i.e. AMF-centric approach)

Regarding nation-wide content delivery
During pre-SA2#143 CC, in the ETSUN discussion, companies questioned why the proposal to introduce I-MB-SMF and I-MB-UPF was objected before, and how to handle nation-wide content delivery.

Below are some options discussed in the pre-SA2#143 CC#2 and Deploy-Option-2 is considered the possible deployment.  
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Figure 6 Nation-wide content delivery
[Observation-7] For nation-wide content delivery, when UE moves between Regions, the MB-SMF in the region where the UE is currently in needs to be selected. 

-
If it’s the SMF that handles the UE JOIN, the (A-)SMF need to have the knowledge of other SMF Service Areas, which is not supposed to be available in an SMF.

-
If it’s the AMF that handles the UE JOIN, the AMF is expected to do MB-SMF selection based on UE’s location, which is an enhancement to the location based I-SMF/SMF selection logic.
Per MBS Session based signalling vs per UE/PDU Session based signalling for MBS Session
In the SMF-centric approach, 
Current assumption is that MBS Session Management is per UE/PDU Session based, this may result in scalability issue in the following scenarios:
Scenario-1: UE joins the MBS Session before the MBS Session is started
Scenario-2: MBS Session re-activated after deactivation (which release the AN resource and MB-N3 tunnel per clause 8.2.2.2 of TR 23.757 v1.2.0)
In Scenario-1&-2, the joined UEs need to be added into MBS Session in RAN using per UE/PDU Session based signalling for UEs in both CONNECTED and IDLE. 
For IDLE UEs, paging needs to be performed. If the individual (i.e. legacy) paging is performed, there may be a scalability issue (e.g. high load on paging channel) which is raised in RAN3 (see R3-210164) and support of group paging is proposed in RAN3 (see S2-2100344). Group paging could help reduce the number of simultaneous paging messages and the latency of UE response, however, the SMF does not have the info of UE Connectivity state or the UE state info is not accurate unless the SMF subscribes to the AMF event of Connectivity State change between CONNECTED and IDLE, which may increase the CN signalling drastically. In addition, support of group paging implies that the AMF is involved in the MBS Session handling, thus the claimed benefit of SMF-centric approach that the AMF is transparent to the MBS Session handling does not hold.
[Observation-8] SMF-centric approach may have a scalability issue due to per UE/PDU Session based signalling.
In the AMF-centric approach, 
the AMF knows the states of UEs that have joined the MBS Session, therefore it’s a natural choice to let AMF manage the MB Session towards the NG-RAN in a more optimized way, e.g.  
For CONNECTED UEs, they can be added into MBS Session in NG-RAN using MBS Session level signalling. 
For IDLE UEs, group paging can be triggered.
[Observation-9] AMF centric approach is designed using MBS Session level signalling. The nature of AMF managing the UE states makes it possible to optimize the signalling for a group of UEs. 
To summarize, [Observation-1] ~ [Observation-9] shows the additional complexity, additional impact and scalability issue in the SMF-centric approach could be minimized/avoided if AMF is involved in the MBS Session management, therefore 

[Proposal-1] It’s proposed to enhance the conclusion and involve AMF in MBS Session management, but UE join is still received in the SMF, i.e. the SMF informs the AMF of UE join, and the AMF discovers/select MB-SMF, interacts with MB-SMF.
[Proposal-2] If [Proposal-1] is agreeable, it’s proposed to update the Call Flows for multicast communication in normative phase and not to attempt the update in clause 8.2.3.
Proposal

It is proposed to capture the following update in TR 23.757. 
* * * Start of change* * * 
8.2.2.2
Multicast session

-
The Multicast session model is depicted in Figure 8.2.2.2-1, with the following conclusions:

-
The Multicast Service Context applies when the MBSF is used.

-
The SMF/MB-SMF based approach (i.e., SMF/MB-SMF receives the UE Join, and informs the AMF of the UE join, and then AMF discover/selects MB-SMF) for Multicast session is adopted.

Editor's note:
The following aspects need to be studied:

-
How the SMF gets MB-SMF ID

-
For location dependent MB service: how the additional identifier (e.g. Flow Id or Area Session identifier) handled;

-
UE joining 5MBS may get rejected causing denial of service attack type situation



-
For roaming or ETSUN (i.e. Support of deployments topologies with specific SMF Service Areas), the solution works in the same way as for non-roaming or non-ETSUN scenarios except that the AMF is informed of the UE’s join by the H-SMF or A-SMF.
NOTE X: With the AMF involvement in MBS Session management, per UE/PDU Session signalling towards the NG-RAN could be avoided when possible.
NOTE X+1: The AMF is aware of the UE state (CONNECTED or IDLE), the AMF triggers group paging for IDLE UEs and handles the CONNECTED UEs together.
-
For support of 5GC Shared MBS traffic delivery method and 5GC Individual MBS traffic delivery method:
-
Both 5GC Shared MBS traffic delivery method and 5GC Individual MBS traffic delivery method shall be standardized for multicast data delivery. 5GC Shared MBS traffic delivery method is always mandatory, and 5GC Individual MBS traffic delivery is required to support UE mobility to/from non MBS-capable NG-RAN nodes, but otherwise optional.

-
The network shall be able to support selection of 5GC Shared MBS traffic delivery method or 5GC Individual MBS traffic delivery method based on criteria of whether RAN node supports 5MBS or not.
-
MB-UPF acts as the MBS session anchor when 5GC shared MBS traffic delivery method is used, and UPF acts as the unicast session anchor when 5GC individual MBS traffic delivery method is used. MBSF-U acts as the media entry point for the 5GS when MBSF is used.
Editor's note:
The following is ffs: If 5GC individual MBS traffic delivery method is used, the (MB-)UPF receives MBS traffic over N9 or N6 interface.

-
Establishment of the associated PDU Session for 5GC Individual MBS traffic delivery method is based on service requirements, networking configuration, local policy, etc.

Editor's note:
When and whether to establish or update the associated PDU session for 5GC individual MBS traffic delivery is ffs.

-
It shall be possible to establish an Associated PDU session for cases, if not exists, where mobility to non-5GMBS-supporting cells happens.

-
It shall be possible to update the associated PDU session with associated QoS flows when the UE joins the MBS Session.
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Figure 8.2.2.2-1: Merged MBS session model
NOTE 1a:
The model above needs clarification for its application on UE, 5GC and RAN side, this will be part of normative work.

NOTE 1b: The terms "stop", "release", "deactivated" (as well as "establishment", "start", "activation") used as MBS session actions need clear definitions, this will be part of normative work.

NOTE 2:  When the MBS Session is deactivated, whether the multicast flow need be removed from the MBS Session context is to be decided in normative phase.

-
For multicast session establishment/join/leave/release:
-
The UE may perform application level join/leave to a multicast session, the 5GC shall support multicast session join/leave operation for a user, e.g based on AF request.

-
UE shall support multicast session join/leave operation via CP (NAS signalling for SM procedure)

Editor's note:
UP Join is FFS.

-
The UE shall indicate leaving an MBS session in CM-CONNECTED with RRC-CONNECTED state.

Editor's note:
Whether the UE can stop receiving traffic of a multicast session without indicating leaving in CM-IDLE state or CM-CONNECTED with RRC-INACTIVE state relies on RAN WG feedback.

-
The 5GC shall be able to reject UE joining to a multicast session when the multicast session will not start soon or has not started..

-
ROHC for MBS traffic is supported by the 5GS, e.g based on AF request.

-
MBSF-C and MBSF-U functionality is supported based on A.3.

Editor's note:
Coordination with SA4 is required to determine MBSF-C and MBSF-U functionality.

-
The network shall support selection of MB-SMF or SMF at session join.

-
The (MB-)SMF decides whether to accept join requests, which may be based on input from NEF/MBSF-C if MBSF is used, and stores that the served UE is participating in a multicast session.

-
The PDU session which is used to send the join is the same as the associated PDU Session which is for 5GC Individual MBS traffic delivery.
-
The AMF shall select an SMF that supports 5MBS for multicast session join during PDU session establishment, which is used for sending join (i.e. handling of join requests for 5MBS and/or fallback to individual delivery).

Editor's note:
RAN and/or SA3 is assumed to determine the handling of the security for MBS traffic.
-
For N3 transport of the 5GC Shared MBS traffic delivery method, GTP-U tunnelling using a transport layer IP multicast method and shared N3 (GTP-U) Point-to-Point tunnel shall be supported with support for QoS.

-
For N3 transport of the 5GC Shared MBS traffic delivery method, for unicast transport there shall be 1-1 mapping between MBS Session and GTP-U tunnel towards a RAN node, and for multicast transport there shall be 1-1 mapping between MBS Session and the GTP-U tunnel.
-
For N9 transport of the 5GC Shared MBS traffic delivery method, GTP-U tunnelling using a transport layer IP multicast method and shared N9 (GTP-U) Point-to-Point tunnel shall be supported.

-
For N9 transport of the 5GC Shared MBS traffic delivery method, for unicast transport there shall be 1-1 mapping between MBS Session and GTP-U tunnel towards a UPF, and for multicast transport there shall be 1-1 mapping between MBS Session and the GTP-U tunnel.

-
The network supports indicating of N6 tunnel information for receiving traffic of a MBS session to the AF or MBSF(and to MBSF-U).
-
5GC provides information of MBS sessions/groups (e.g. TMGI) and QoS requirements of a MBS service to RAN for MBS AN resources handling.
-
For multicast service parameters storage, the UDR shall be able to store the AF provisioned or preconfigured service parameters per MBS session.
-
The PCF shall be able to provide policy and QoS requirement per MBS session to the MB-SMF

-
For UE receiving MBS traffic moving from one RAN node to another in CM-CONNECTED and RRC-CONNECTED state, handover procedure with MB context shall be supported by UE and network.

-
When MBS session is released, the N3 transport of the 5GC shared MBS delivery method is released and the radio resource associated with the MBS QoS Flows are released, or the N3/N9 transport of the 5GC Individual MBS traffic delivery method is released and the radio resource associated with the QoS Flows are released.

-
MB-UPF is used as the MBS Session anchor for the 5GC shared MBS delivery.

-
Interactions between the MBSF-C and MBSF-U will be defined in coordination with 3GPP SA4.

-
The 5GC shall be able to trigger NG-RAN nodes to notify session start/activation of an MBS session to UEs.

Editor's note:
How the NG-RAN node notify session activation to UEs relies on RAN WG feedback.

-
When an MBS session is established upon AF request, it may be immediately activated (i.e. one AF request combining of session announcement and session activation). If an application requires to allow UEs to join prior to the start/activation of the multicast transmission, the AF may interact with the NEF separately to announce the multicast service and subsequently to request start/activation of the multicast service.

-
If a UE joins prior to the activation of the multicast session, the network indicates to the UE that the session is not yet activated.

-
The following bullets apply if MB-UPF detecting multicast data triggers MBS Session deactivation or activation.

NOTE 3:
Whether the terms "stop/deactivated" or "start/activation" denote the same actions needs to be further clarified.

-
The MBS Session may be deactivated when the MB-UPF detects no multicast data for a configurable period. When the MBS Session is deactivated by 5GC, the MBS Session context is kept in 5GC, but the AN resource with context and N3 tunnel for 5GC Shared MBS delivery method are released. UEs that have joined that multicast session can become IDLE:

NOTE 4:
Whether the MBS QoS flow need be removed from the MBS Session context is to be decided in normative phase.

-
The MBS Session may be activated when the MB-UPF detects multicast data. When the MBS Session needs to be activated, the MB-UPF sends message to the MB-SMF. When the MB-SMF starts the MBS session activation for establishing the transmission resources, the MB-SMF notifies the session activation to NG-RANs via SMFs/AMFs serving UEs within the multicast session. UEs are notified by NG-RAN about the session activation.

-
The following bullets apply if AF decides to start or stop a multicast session:

NOTE 5:
Whether the terms "stop/deactivated" or "start/activation" denote the same actions needs to be further clarified.

-
The MBS Session may be stopped upon AF requests. When the MBS Session is stopped, the MBS Session context is kept in 5GC, but the AN resource with context and N3 tunnel for 5GC Shared MBS delivery method are released. The multicast QoS flow information are removed from the MBS Session context stored at the UE and 5GC NF. UEs that have joined that multicast session can become IDLE.

-
The MBS Session may be activated/started upon AF requests. When the MBS Session needs to be activated/started, the NEF or MBSF sends message to the MB-SMF for establishing the transmission resources. The MB-SMF obtains the related Multicast QoS flow information from PCF. When the MB-SMF restarts the MBS session, the MB-SMF notifies the session activation to NG-RANs via SMFs/AMFs serving UEs within the multicast session. UEs are notified by NG-RAN about the session activation.

Editor's note:
Coordination with RAN WGs are needed.
* * * End of changes * * * 
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