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Abstract of the contribution: This contribution analyses the solutions to KI#2, makes a number of observations and proposals for the way forward, and provides an evaluation of the solutions. 
Discussion 
Proposal

It is proposed to update TR 23.700-93 as follows.

**** First Change ****
7
Evaluation

Editor's note:
This clause will provide a general evaluation of the solutions.
7.X 
Evaluation for KI #2: Steering Functionality

The following aspects of each solution is evaluated:

1.
Granularity of QUIC Connections 

2.
QUICv1 vs MP-QUIC

3.
UP model: tunneling vs proxy and transport resource consumption
4.
Control/Trigger of QUIC Connection setup by the UE

5.
Mapping UL traffic in UE to QUIC Connection

6.
Association between QoS Flow and QUIC Connection in UPF

7.
QoS Rule and QER enforcement
8.
Support for link performance measurements 
NOTE: Topics 4-7 are somewhat coupled and need to be analyzed together.  

Topic 1: Granularity of QUIC Connections

	Topic 
	Solution #1, #6
	Solution #7, #8
	Solution #13, #14

	Granularity of QUIC Connections
	QUICv1: Per access and per QoS Flow

MP-QUIC: Per QoS Flow and per steering mode

	QUICv1: Per IP Flow (common across accesses)

MP-QUIC: Per IP Flow
	QUICv1: Per access and per QoS Flow

MP-QUIC: Per QoS Flow


Solution #7,8 differs from the other solutions in that it has one QUIC Connection per IP Flow, which is common across the two accesses (even for QUICv1). 

Having one QUICv1 Connection across two accesses, possibly with quite different characteristics in terms of RTT, loss rate etc., a special QUIC implementation may be able to take this into account. The goal with having one QUIC connection across two accesses is to support traffic splitting (with support for re-ordering). But in order to do that it it is preferable to go with a MP-QUIC based approach that has inherent support for using multiple paths with different characteristics.

Sol #7,8 also propose to use one QUIC Connection per IP Flow. This needs to setup new QUIC Connections for every IP Flow. Sol#6 propose to use a MP-QUIC Connection per QoS Flow and per steering mode as a way to avoid having to support multiple steering modes per MP-QUIC Connection. 
One aspect to consider is that MP-QUIC is not yet mature in IETF. The ATSSS solution using MP-QUIC therefore may need to be adjusted in order to work with the final outcome from IETF. 
Topic 2: QUICv1 vs MP-QUIC and support for traffic splitting/switching
	Topic 
	Solution #1, #6
	Solution #7, #8
	Solution #13, #14

	QUICv1 vs MP-QUIC
	Both variants supported
	Both variants supported
	Both variants supported

	Traffic switching/splitting with QUICv1
	Switching supported. Splitting likely to cause out-of-order packets and requires application level support.
	Switching and splitting supported.
	Switching supported. Splitting likely to cause out-of-order packets and requires application level support.

	Traffic switching/splitting with MP-QUIC
	Switching and splitting supported.
	Switching and splitting supported.
	Switching and splitting supported.


All three solution pairs have variants for both QUICv1 and MP-QUIC. 
None of the QUICv1 solutions provide full multi-path capability as there are tradeoffs in all solutions. Solution #7 uses a QUIC connection over the two accesses with the aim to support traffic splitting, but this may need specific implementation for congestion control as described under topic #1 above. Solutions #1 and #13 do not support re-ordering of packets, and in case of packet splitting the packets may thus arrive out-of-order. Solutions #1 and #13 thus is similar to ATSSS-LL in that respect.
A full multi-path capable solution (based on MP-QUIC) is thus preferable over the QUICv1 based approaches. 
Topic 3a: UP model: tunneling vs proxy
	Topic 
	Solution #1, #6
	Solution #7, #8
	Solution #13, #14

	UP model: tunneling vs proxy
	Tunneling of any traffic (IP, Ethernet)
	QUIC proxying
	UDP proxying initially. 

IP proxying later.

Ethernet proxying is FFS


The user plane model differs between the three solutions. Sol #1,6 is using tunneling of the PDU over a QUIC/UDP/IP between UE and UPF, while Sol #7,8,13,14 are based on QUIC proxying where the UDP/IP header does not need to be duplicated between UE and UPF. Sol #7,8 is based on using MASQUE proxy with QUIC, or a 3GPP-specific “transparent” variant, while Sol #13,14 is based on MASQUE proxy currently defined for QUIC by IETF.

Sol#7/8 can use a 3GPP-specific “transparent” proxying method.
Topic 3b: Transport resource consumption

	
	Impact on User plane transport
	Impact on Entities and interfaces

	
	Transport resource consumption
	Delay for packet forwarding
	Impact on entities
	Impact on interfaces

	Solution 1 QUIC-LL
	1) QUIC/IP/UDP header with at least additional 29 bytes per PACKET (for IPv4) or 48 bytes (for IPv6).
2) PING frame for the access without real traffic.


	1) Multiplex: Assemble/disassamble different datagram frames to/from single QUIC packet
2) Add/Remove QUIC/UDP/IP header per packet

3) Twice PDR mapping per packet, one for outer QUIC/IP/UDP header, the other one for the inner IP header.
	Additional impacts, besides the impacts as described in subclause 6.1.6:

UE:

1) Create PING frame when there is no real traffic over the access and calculation on RTT, packet loss and jitter . 

2) Handle new QoS rule for DL only QoS flow to establish and maintain the QUIC connection.

UPF:

1) Create PING frame when there is no real traffic over the access.

2) Twice PDR mapping for outer QUIC/IP/UDP header and inner IP header separately.

SMF:

1) Create QoS rules, and QoS Flow level QoS parameters (GBR case), for DL only QoS flow without PCC rules.
	N1: QUIC-LL capability, QUIC connection setup information, new ATSSS rule, new QoS rule. 

N4:QUIC-LL Address Information, new MARs, new QERs

	Solution 13 proxy QUIC
	1)QUIC header with at least additional 1 byte per packet.
2) PING frame for the access without real traffic
	1) Multiplex: Assemble/disassemble different datagram frames to/from single QUIC packet
2) Add/Remove QUIC header, and update the IP/UDP header per packet

3) 0- 1 RTT delay for HTTP message handling before the user data processing 
	Additional impacts, besides the impacts as described in subclause 6.13.4:

UE: 

Same as solution 1.

UPF:

Same as solution 1, except the twice PDR mapping.

SMF: 

Same as solution 1.
	N1: QUIC-LL capability, QUIC connection setup information. 

N4: QUIC-LL Address Information



	ATSSS-LL 
	PMF message (3 bytes per each PMF message)
	No delay
	UE/UPF: Create and handle the PMF message per QoS flow. Calculation for RTT, packet loss and jitter.

Other entities: No impact
	No impact

	Solution 6

MPQUIC-LL
	1) QUIC/IP/UDP header with at least additional 29 bytes per PACKET (for IPv4) or 48 bytes (for IPv6).

	Add/Remove MPQUIC/UDP/IP header per packet.
	As describe in subclause 6.6.6
	

	Solution 7 MPQUIC-based solution (non-transparent) / 
Solution14 

Proxy MPQUIC (NOTE 1)
	1) QUIC header with at least additional 1 byte per packet.
 
	1) Add/Remove MPQUIC header, and update the IP/UDP header.
2) 0-1 RTT delay (HTTP message exchange).
	As defined in subclause 6.7.4 and 6.14.4 
	

	Solution 7 

MPQUIC-based solution (transparent)
	1) QUIC header with at least additional 1 byte per packet.
 
	Add/Remove QUIC header per packet

	As defined in subclause 6.7.4
	

	Solution 8 

QUIC-based solution (transparent)
	1) QUIC header with at least additional 1 byte per packet.

	Add/Remove QUIC header per packet
	As defined in subclause 6.8.4.1
	

	Solution 8 

QUIC-based solution (non-transparent)
	1) QUIC header with at least additional 1 byte per packet.
	1) Add/Remove QUIC header
Header, and update the IP/UDP header
2) 1 RTT delay (HTTP message exchange)
	As defined in subclause 6.8.4.2
	


NOTE 1: 
As the MPQUIC-based solution 7 (non-transparent) and MPQUIC proxy solution 14 are similar in terms of transport resource consumption, they are treated as one proxy MPQUIC solution in the evaluation. 

Sol #1/6 tunnels the full PDU in a QUIC datagram and thus has a higher per-packet overhead than the proxy solutions. For a IPv6 PDU there is e.g. 48 byte UDP/IP header in the QUIC frame, compared to a 2-byte flow-id in the proxy method. The tunneling approach is however more transparent to the PDU Session type since the full PDU is encapsulated. The proxying method requires explicit support per proxied packet type (UDP, IP, Ethernet), and solution #13/14 initially supports UDP with later extensions for IP and potentially Ethernet, up to potential IETF support. 

Topic 4: Control/Trigger of QUIC Connection setup by the UE

	Topic 
	Solution #1, #6
	Solution #7, #8
	Solution #13, #14

	Control/Trigger of QUIC Connection setup by the UE
	Triggered by “QUIC Connection Setup information” sent from UPF to SMF and then to the UE
	Triggered when UE has a new UDP/IP Flow that is to be proxied.
	Triggered when UE receives a QoS Rule with a new QFI.
Can alternatively be triggered by “QUIC Connection Setup information” similar to Sol#1/6


In the case a QUIC Connection per QoS Flow is applied, two options remain:

· Triggered by “QUIC Connection Setup information” sent from UPF to SMF to UE
· Triggered when UE receives a new QoS Rule
The “QUIC Connection Setup information” is an explicit request from the network to setup a QUIC connection to a specific IP address and port in UPF. The use of QoS Rule is a more implicit trigger to setup a QUIC Connection whenever a new QFI is activated.

Both options seem feasible. The choice depends also on how aspects related to mapping UL traffic in UE to QUIC Connection, and mapping between QoS Flow and QUIC Connection should be done (see topics 5 and 6 below).

Topic 5: Mapping UL traffic in UE to QUIC Connection

	Topic 
	Solution #1, #6
	Solution #7, #8
	Solution #13, #14

	Mapping UL traffic in UE to QUIC Connection
	UE determines QFI (based on QoS Rule) and access (based on ATSSS Rules). 

The UE then has local association between QFI, access and QUIC Connection.

	Not well described. 

UE has local association between IP Flow and QUIC Connection. 

(UE selects QFI based on QoS Rule and access based on ATSSS Rules).
	UE determines QFI (based on QoS Rule) and access (based on ATSSS Rules). 

The UE then has local association between QFI, access and QUIC Connection. 


All solutions decouple access selection (based on ATSSS Rules) and QoS Flow selection (based on QoS Rules). The UE uses the association between access type, QFI and QUIC Connection that was created when the QUIC Connection was established. 

Topic 6: Association between QoS Flow and QUIC Connection in UPF

	Topic 
	Solution #1, #6
	Solution #7, #8
	Solution #13, #14

	Association between QoS Flow and QUIC Connection in UPF
	Determined by UPF, when providing “QUIC Connection Setup information” to SMF
	Solution uses separate QUIC Connection per IP flow. The association to QoS Flow is thus based on the QoS of the IP flow 
	When UE initiates a QUIC Connection setup, triggered by a new QFI being activated, the UE informs UPF via MASQUE protocol. 
Alternatively, the UE informs UPF via QUIC Connection ID. 
Can also be determined by UPF, when providing “QUIC Connection Setup information” to SMF as in Sol#1/6


Sol #1, 6 uses explicit “QUIC Connection Setup information” determined by UPF for each QFI, which is then provided to the UE. This ensures that UE and UPF have the same mapping between QFI and QUIC Connection. 

For Sol #7, 8, since a separate QUIC Connection is established per UDP/IP flow, the UPF knows to map downlink traffic for that UDP/IP flow to that QUIC Connection. 

Sol #13, 14 assumes that the UE initiates a new QUIC Connection when a new QFI (in a QoS Rule) is received. The UE then also informs UPF via MASQUE protocol (or the QUIC Connection ID) what QFI the QUIC Connection refers to. This ensures that UE and UPF have the same mapping between QFI and QUIC Connection. As alternative, the solution also described the use of “QUIC Connection Setup information” similar to Sol#1/6.
In the case a QUIC Connection per QoS Flow is applied, the two options in Sol#1,6 and Sol#13,14 remain. Both options seem feasible. This topic is however also related to 6 and 7 below.

Topic 7: QoS Rule and QER enforcement

	Topic 
	Solution #1, #6
	Solution #7, #8
	Solution #13, #14

	QoS Rule and QER enforcement
	QoS Rule and QER acting on inner header
	QoS Rule and QER acting on inner header
	QoS Rule and QER acting on inner header


All solutions apply QoS Rules (and QER) to the inner header as in rel-16. This requires that the UE needs to provide the QFI as “metadata” to the packet processing functionality after the QUIC packet has been created (and possibly been encrypted). This option is also more straightforward when it comes to Reflective QoS and easier to support in SMF since the SMF does not need to generate special QoS Rules for the QUIC Connections. 

For the UPF, applying QER and URR on SDF granularity is required. For the UE, either option can work, but there is an open issue on how to support Reflective QoS in case QoS Rules are applied to the outer header.

8. Support for link performance measurements
	
	Active-standby
	Smallest-Delay
	Priority-based
	Impact on UE and UPF to achieve these measurements and report

	
	Access availability measurement and report 
	RTT measurement 
	Congestion measurement 
	UE
	UPF

	Solution 1 QUIC-LL
	PING frames per QoS flow (as measurement result can be different per QoS flow); UL and DL separately.


	per QoS flow with real path load
	QUIC loss detection and congestion control

	1) Create PING frames for UL to measure access availability.

2) Create ACK frames for the received packets 

3) Measure RTT and congestion based on QUIC 
	1) Create PING frames for UL to measure access availability.

2) Create ACK frames for the received packets

3) Measure RTT and congestion based on QUIC

	Solution 13 proxy QUIC
	The same as solution 1
	per QoS flow in real path load
	The same as solution 1
	The same as solution 1
	The same as solution 1

	ATSSS-LL 
	Per access by indication from the UE (as Rel-16)
	per PDU Session with real path load, with the same accuracy as solution 1 and 13. 
	UE/UPF implementation as defined in Rel-16
	1) Create PMFs to measure RTT 

2) Control congestion as Rel-16
	1) Create PMFs to measure RTT 

2) Control congestion as Rel-16


All QUIC based solutions can perform link performance measurements using the built-in QUIC protocol capabilities, e.g. to detect access availability/unavailability based on PING frames as well as QUIC loss detection and congestion control functionality. 
**** End of Changes ****
3GPP


