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Abstract: This contribution proposes some miscellaneous corrections for TR 23.700-91.
1. Discussion
The miscellaneous corrections are listed as follows:

-
Remove the useless editor notes 

-
Some others minor revisions.
2. Text Proposal

It is proposed the following changes to TR 23.700-91.
* * * * First change * * * *

6.4.1.4.1
General

The procedure as depicted in Figure 6.4.1.4-1-1: is used by an NF to retrieve the service experience analytics for a specific application. In order to determine the applications a UE consumes two different methods are shown:

Method a) Consumer subscribes NWDAF both the new defined "Service in use" and the enhanced "Observed Service experience" analytics.

Method b) Depending on the output of DCAMP, It is assumed that the NF consumer is informed the application in use information, therefore, consumer subscribes NWDAF to only provide the output of "Observed Service experience" analytics, step 1-3 are omitted in this method.

[image: image1.emf] 

                                                                                 Input data to determine the Service  in use  

                     Input data to determine the Service  Experience   

NF   (Consumer)   NWDAF   NEF   AF  

NF   (Network data  provider)  

1. Nnwdaf_AnalyticsSubscription_Subscribe   (Analytics ID=Service  in use )               

2a. Naf_EventExposure_Subscribe (Event ID=Service Data)

 

2b. Naf_EventExposure_Notify  

6 . Nnwdaf_AnalyticsSubscription_Notify   ( Estimated Service Experience )  

  5 . Steps 2a  –   2d in Figure 6.4.4 - 1 I 23.288  

7 . Steps 2   –   11 in Figure  6. 43 .4 - 1  

3. Nnwdaf_AnalyticsSubs cription_Notify   (Estimated Service in use)  

4. Nnwdaf_AnalyticsSubscription_Subscribe   (Analytics ID=Service Experience)              


Figure 6.4.1.4.1-1: Procedure for RFSP index allocation based on the Service Experience per Application
1.
The consumer NF sends an Analytics subscribe (Analytics ID = Service in use, Target of Analytics Reporting = SUPI, Analytics Filter information = (Area of Interest, Analytics target period)) to NWDAF by invoking a Nnwdaf_AnalyticsSubscription_Subscribe. Note that the NF consumer may not provide any Analytics Filter Information, then in this case the NWDAF includes the start time, duration and spatial time as described in table 6.4.1.3-1 or table 6.4.1.3-2.

2.
NWDAF subscribes the service data from AF in the Table 6.4.1.2-1 by invoking Nnef_EventExposure_Subscribe or Naf_EventExposure_Subscribe service (Event ID = Service Data, Event Filter information = (Application ID, Area of Interest), Target of Event Reporting = UE ID) as defined TS 23.502 [3].

NOTE 1:
In the case of external AF, NEF translates the requested Area of Interest into a list of geographic zone identifier(s) as described in clause 5.6.7.1 of TS 23.501 [2].

3.
The NWDAF provides the Service in use data analytics to the consumer NF by means of Nnwdaf_AnalyticsSubscription_Notify, including the output listed in table 6.4.1.3-1 or table 6.4.1.3-2. The Start time, duration and spatial validity are provided if the NF consumer did not include Analytics Filter Information in step 1.
4-6.
The NF consumer checks the list of service(s) in use and its behaviour in terms in time and location then decides for which services Analytics on Service Experience is needed, these corresponds to Analytics Id on the existing Service Experience on TS 23.288 and output extended as defined in clause 6.1.4.3.
NOTE 2:
The call flow only shows a subscription-notify model for the interaction of NWDAF and consumer NF for simplicity instead of both request-response model and subscription-notification model as defined in clause 6.1, TS 23.288 [5].

If the consumer NF is PCF, it could use the data analytics to derive suitable RFSP index (specified in clause 5.3.4.3 of TS 23.501 [2]), i.e. Service Experience analytics and if requested Service in use analytics which are defined in clause 6.4.1.3, as follows: The PCF is informed on the services in use, either from NWDAF or from other NF(s) (depending on the output of DCAMP) depending on the method to be used. For each application in use, the PCF requests the Service Experience analytics for the RAT/Frequency (i.e. RFSP index) where the UE is located, as determined by the PCF operator policies or by the RFSP subscribed value and then use this information to check and change the RFSP index value.
* * * * Next change * * * *

6.6.1.4
Data analytics

The successful trained ML models are provided to the Analytics function with the related analytics IDs, the Analytics Function can register the supported analytics IDs to NRF. If any analytics request / subscribe is received from the consumer, the Analytics function will collect the data from NWDAF Data Repository or trigger the NWDAF Data Repository to collect data from other entities, performs the data analytics according to the supported ML model and exposure the output to the consumer.

NOTE 1:
The Analytics request / subscribe procedure is initiated from consumer to the Analytics function is already supported in Rel-16. The data collection from NWDAF Data Repository is related to Key issue 11: Increasing efficiency of data collection.

There are two options about how the Analytics function receives the provided trained ML models.
Option 1: ML model provides via ML designer

Figure 6.6.1.2-1 proposed a NWDAF decompose architecture in which the ML designer provides the trained ML model to Analytics Function(s).
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Figure 6.6.1.4-1: ML model provides the trained ML model to Analytics Function(s)

Step 1 and 2 in Figure 6.6.1.4-1 refer to the ML model training described in clause 6.6.1.3. After the initial ML model training success, the ML Model Training Function sends the trained model to the ML designer and the ML designer provides the ML model with the corresponding Analytics ID to the Analytics Function. ML designer may publish the trained model to different Analytics Functions.

NOTE 2:
How ML designer sends the trained ML model to Analytics functions is to addressed by Key Issue #19: Trained data model sharing between multiple NWDAF instances.
Option 2: ML model provides by ML Model training function
Step 1 and step 2 in Figure 6.6.1.4-2 refer to the initial ML model training described in clause 6.6.1.3 (same as option 1). After ML model training success, the ML Model training function provides the trained ML model and the corresponding Analytics ID to Analytics function. The trained ML model may provide the trained model to different Analytics functions.

NOTE 3:
How ML Model training function sends the trained ML model to Analytics functions is to addressed by Key Issue #19: Trained data model sharing between multiple NWDAF instances.


[image: image3.emf]Analytics 

Function

NWDAF Data 

repository

Analytics request

Analytics output

Input data

NWDAF1

ML Model 

Training 

Function

ML designer

1

2

3

NWDAF2

Analytics 

Function

3


Figure 6.6.1.4-2: ML Model training function provides ML model
* * * * Next change * * * *
6.6.2.2
Analytics Function receives ML model procedure

For option 1 ML model training function sends the trained ML model to ML designer, and ML designer provides the ML model to different Analytics Functions. The interaction between ML Model training function and ML designer and ML designer to Analytics Function are out of SA2 scope.

For option 2, a standard interface between ML Model Training Function and Analytics Function are supported for ML model publish procedure.

The ML Model Training Function may provide the trained ML model to Analytics Function(s) either by the request received from Analytics Function(s) described in Figure 6.6.2.2-1 or operator configuration in ML Model Training Function described in Figure 6.6.2.2-2.
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Figure 6.6.2.2-1: ML Model request procedure

1.
Operator may configure the supported Analytics ID(s) for the Analytics Function, the Analytics Function send the ML Model Request (Analytics ID) message to ML Traninig Function to collect the trained ML Model.

2.
ML Model Training Function provides the trained ML model to Analytics Function(s).

NOTE 1:
The parameters in step 1 and 2 and are related to Key Issue #19: Trained data model sharing between multiple NWDAF instances.


[image: image5.emf]ML Model Training 

Function

2. ML Model Notification ACK

Analytics Function

1. ML Model Notificaton


Figure 6.6.2.2-2: ML Model Notification procedure

1.
ML Model Training Function provides the trained ML model to Analytics Function(s) based on the operator's configuration.
2.
The Analytics Function(s) send the ACK to ML Model training Function.

NOTE 2:
The parameters in step 1 and are related to Key Issue #19: Trained data model sharing between multiple NWDAF instances.
* * * * Next change * * * *
6.9.2.3
Data Repository

The Data Management Framework is compatible with both a 3GPP defined Data Repository Function for ML/Analytics and Data Repositories that are not defined by 3GPP.

-
If 3GPP defines a Data Repository Function for ML/Analytics, then to obtain data to store in the Data Repository, the Repository acts as a Data Consumer, and to retrieve data from the Data Repository Function, the Repository acts as a Data Source as depicted in Figure 6.9.2-1. In both cases 3GPP services are used.

-
If the Data Repository is not standardized by 3GPP, then it interacts as a Data Consumer or Data Source using services not defined by 3GPP (e.g. services native to the Messaging Framework) as depicted in Figure 6.9.2.3-1 and Figure 6.9.2.3-2 and further described below.

NOTE 1:
Non-standardized means of storing and retrieving the data are not precluded (i.e. Data Repository that is not standardized by 3GPP). How NF(s) interact with the non-standardized Data Repository is out of scope of 3GPP and is up to implementation(s) not defined in this standard.
Figure 6.9.2.3-1 depicts a Data Repository appearing as a Data Consumer. The DCCF can manage requests and cancellations for the Data Repository in the same manner as it does for any Data Consumer. The DCCF may base its request to provide Data to the Data Repository on:
-
A request from another Data Consumer (e.g. a NF) where the request indicates that the data should be stored in the Data Repository. For example, 3PA can manage the routing (via the framework) of consumer's request to the data repository.

-
A request from the Data Repository (acting as a Consumer) for data

NOTE 2:
Data Repository can request data to e.g. allow some pre-collection of data which can be used later on for analytics, based on network configuration.

-
Provisioned information of data to be archived in the Data Repository (e.g. all AMF data requested by Data Consumers).

Authorization of a Data Repository acting as a Consumer is the same as that described for other Data Consumer authorization (see DCCF description above).

NOT
E 3:
Additional authorization for Consumers to access data from a Data Source via the DCCF may be considered by SA3.
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Figure 6.9.2.3-1: Data Repository as a Consumer

The Data Repository also acts as a Data Source for historical data that has been stored, as depicted in Figure 6.9.2.3-2. The Data Consumer may interact directly with the Data Repository (e.g. for operations that require access to large volumes of data in a Data Repository), or via the Messaging Framework as depicted in the figure. In case of Communication directly between the Data Consumers and the Data Repository the messaging framework may forward links to the data to the data consumers. When the Messaging Framework is used, the DCCF coordinates requests for persistent data, treating the Data Repository like any other Data Source. The Data Repository, upon receiving a request for data, supplies it to the Messaging Framework. For Data Repositories not standardized by 3GPP, the interactions between the Messaging Framework and the Data Repository acting as a Data Source are outside the scope of 3GPP. For Data Repositories standardized by 3GPP, an adaptor (RA, Repository Adaptor) may be used between the Messaging Framework and the Data Repository, e.g. similar to the DCCF adaptor.
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Figure 6.9.2.3-2: Data Repository as a Data Source
* * * * Next change * * * *
6.10.2.2
Discovery the NWDAF serving the UE via UDM

When an NWDAF service consumer (e.g. an NWDAF on slice level) is instructed to produce UE related Analytics, it may well benefit from existing analytic reports produced by NWDAFs that already produce these analytics. The NWDAF service consumer first needs to discover if an NWDAF is producing UE related Analytics for a specific Analytics IDs. The procedure is illustrated in Figure 6.10.2.2-1.
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Figure 6.10.2.2-1: Discovery of NWDAF via UDM

1.
An NWDAF service consumer, e.g. NWDAF on slice level, due to a request for collecting analytic reports for a UE, starts a data collection and analytics collection procedure for such UE.

2.
The NWDAF services consumer discovers the UDM that is serving the UE by invoking the procedures specified in TS 23.501 [2] clause 6.3.8, e.g. making a query to the NRF based on SUPI. As a result, NWDAF services consumer obtains the address of the UDM NFs serving this UE.

3.
The NWDAF services consumer selects a UDM NF and sends a Nudm_UECM_Get request (NF type 'NWDAF', SUPI, Analytics ID, S-NSSAI, Serving Area).

4.
If there exists an NWDAF that performs Analytics for the UE, the NWDAF service consumer obtains the address of the NWDAF serving the UE for that UE related Analytics. The NWDAF services consumer subscribes to changes of the NWDAF serving the UE.

5.
The NWDAF services consumer requests analytics from the NWDAF serving the UE or if no NWDAF is received in the response in step 4 an NWDAF is selected using the NWDAF discovery principles defined in clause 6.3.13, TS 23.501 [2]. The NWDAF service consumer may add the parameter "Time when analytics information is needed" for NWDAF Analytics subscription or request. If this parameter is set for an Analytics subscription it gives the flexibility for the distributed NWDAF to send statistics when feasible, which may be when signaling in the network is low (usually during night) or at least before the UE data and Analytics is deleted in conjunction with the UE stopped being served by the distributed NWDAF. The NWDAF service consumer may add a parameter "Suppression of Notification" for NWDAF Analytics subscription. If this parameter is set the NWDAF starts collecting data for Analytics calculations but will not send any Analytics. When the NWDAF service consumer would like to retrieve Analytics building on collected data it modifies the subscription, without the new parameter to the NWDAF.

NOTE 1:
As an alternative, "Analytics target period" as defined by clause 6.1.3, TS 23.288 [5] can be used for the purpose of "Suppression of Notification" without any modification of subscription if the expected retrieval time to collect analytics is known by the NWDAF service consumer.

If a DCCF
 is deployed and when an NWDAF does not have the data available for the intended UE related Analytics ID, it may in the same request, to DCCF for Data also add a request/subscription for the Analytics ID and accompanying parameters such as (e.g. Filters). Sending the request/subscription for the UE related Analytics ID in the Data request is a way for the requesting NWDAF to allow another NWDAF to perform the calculation to derive the Analytics. Then DCCF may decide to let another NWDAF (possibly distributed) do the Analytics on behalf of the requesting NWDAF. The Analytics is then forward to the requesting NWDAF.

NOTE 2:
Alternatively, the NWDAF may do an Analytics request/subscription towards DCCF instead of adding the request for UE related Analytics ID in the Data request.

The procedure is illustrated in Figure 6.10.2.2-2.
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Figure 6.10.2.2-2: Discovery of NWDAF via DCCF
1.
An NWDAF, e.g. NWDAF on slice level, due to a request for collecting analytic reports for a UE, starts a data collection and analytics collection procedure for such UE.

2.
The NWDAF sends a request for data to DCCF, including the request/subscription for a UE related Analytics IDs and accompanying parameters such as (e.g. filters).

3.
If the DCCF has no knowledge of if the requested Analytics IDs are produced, the NWDAF services consumer selects a UDM NF and sends a Nudm_UECM_Get request (NWDAF type, SUPI, Analytics ID, S-NSSAI, Serving Area).

4.
The NWDAF service consumer obtains the address of the NWDAF serving the UE for that UE related Analytics. The NWDAF services consumer subscribes to changes of the NWDAF serving the UE.

5.
Using the knowledge that the Analytics IDs are produced, the DCCF requests analytics on behalf of the requesting NWDAF.

6.
The distributed NWDAF starts sending Analytics via notifications to the requesting NWDAF.
* * * * Next change * * * *
6.13
Solution #13: Time Coordination for Multiple NWDAFs

6.13.1
Description

This solution is proposed for Key Issue 2: Multiple NWDAF instances.
In case of deploying multiple NWDAFs providing different type of analytics, a tight relation may exist on an action taken by a consumer NF and the timing of analytics collected from multiple NWDAFs (e.g. in order to adopt a correct AM/ SM policy). This implies without time coordination between multiple NWDAFs, an un-intended outcome policy may be adopted for a given consumer NF due to consuming data analytics from each NWDAF independently.

To address the above issue, it is proposed that the error response to "time when analytics are needed" parameter (clause 6.1.3, TS 23.288 [5]) is revised for time-coordination across multiple NWDAFs.

To do so, the NWDAF Service Consumer uses this parameter as an input on analytics request to multiple NWDAFs to indicate the (minimum) expected waiting time before taking an action based on collective consumed analytics from them. On analytics response, if the time is reached but analytics is not ready, each NWDAF may indicate a revised waiting time in error response (e.g. based on history of analytics exposure from the same NWDAF or experienced changes on analytics collection time from other NFs). The NWDAF Service Consumer can subsequently update this parameter for future analytics requests to the same set of NWDAFs. This ensures the NWDAF Service Consumer adopts a more accurate waiting time before taking an action and the set of NWDAFs are coordinated on data exposure timing.



6.13.2
Procedures
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Figure 6.13.2-1: Procedure for time coordination across multiple NWDAFs

1a.-1b.
On analytics request, NWDAF Service Consumer indicates the expected waiting time as time when analytics are needed parameter to the set of NWDAFs with tightly related analytics. The tightly related analytics can be determined based on Analytics Filter Information (e.g. "expected analytics type" parameter as defined in clause 6.7.5.1, TS 23.288 [5]).
2a.-2b.
On analytics response, if the time is reached but analytics is not ready, each NWDAF may indicate a revised waiting time in error response (e.g. based on history of analytics exposure from the same NWDAF or experienced changes on analytics collection time from other NFs).

3a-3b.
On receiving an indicated revised waiting time as part of error reponse, the NWDAF Service consumer may update the time when analytics are needed for future analytics requests to the same set of NWDAFs.

4a-4b.
If the time when analytics are needed is revised, NWDAF Service Consumer indicates revised waiting time to all NWDAFs within the same set.

NOTE 1:
This procedure is only used for Nnwdaf_AnalyticsInfo_Request and response services. Steps 2a- 2b and steps 3a-3b may happen in different orders depending on the timing of analytics collection or processing (from other NFs) for each NWDAF within the set.

NOTE 2:
Coordination of time is shown here for a distributed aggregation model but can be used similarly for centralised or mixed-mode analytics aggregation models also at aggregation points acting as central NWDAF(s) when aggregating analytics from other NWDAFs.
6.13.3
Impacts on services, entities and interfaces
NWDAF

-
The error response to "time when analytics are needed" parameter (clause 6.1.3, TS 23. 288 [5]) is revised such that when each NWDAF sends an error response to the NWDAF Service Consumer, it may include a revised waiting time.
* * * * Next change * * * *
6.14
Solution #14: Support flexible Analytics aggregation for multiple NWDAFs

6.14.1
Description

This solution is proposed for Key Issue 2: Multiple NWDAF instances.
In cases where multiple instances of NWDAF are deployed, some specialising in providing certain type of analytics, or in order for multiple NWDAFs to help each other to provide the same type analytics, a coordination mechanism should be defined across the instances. More importantly, a consumer NF may need a flexible analytics data aggregation mechanism, once it discovers corresponding NWDAF instances, to realise different deployment options (whether distributed, centralised aggregation or a mixture of the two).

In this solution, we cover three set of analytics data aggregation models and relevant procedures for distributed (clause 6.14.2.1), centralised aggregation (clause 6.14.2.2) and mixed mode deployment (6.14.2.3). For each case we discuss impacts for services, entities and interfaces in clause 6.14.5. In particular, we study where the intelligence on analytics data aggregation model lies and the entities that can hold any assistance information regarding each analytics data aggregation model for the consumer NF.



6.14.2
Procedures

6.14.2.1
Distributed analytics aggregation model
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Figure 6.14.2.1-1: Procedure for distributed multiple NWDAFs

In this clause, it is assumed that NWDAF Service Consumer is configured to aggregate analytics from different NWDAFs in a distributed model. This option is termed as Option A.
It is assumed that index (k) shows the NWDAF instance ID in a multi-instance deployment. Each instance NWDAF(k) is specialised in a set of data analytics types, identified by Analytics IDs(k); Instances with overlapping analytic IDs may help each other e.g. to cover different sets of UEs as the target of analytics reporting or to cover different set of Tracking Areas within the area of interest. Tracking Area Indicator - TAI(k) refers to such areas of interest that could be covered by NWDAF(k).
NOTE 1:
This is in line with Rel-16 developments in TS 23.288 [5] and relevant aspects in TS 23.501 [2] and TS 23.502 [3].

The details of each step are as follows:

1.
NWDAF service consumer sends (a set of) NF discovery request(s) to NRF including each required Analytics ID per request. The set of request(s) may also include extra information, e.g. Network Slice Selection Assistance Information (i.e. S-NSSAI). NRF response(s) may include multiple NWDAF instance IDs, NWDAF(k), each covering a set of Analytics ID(s), Analytics IDs(k) including the requested one, and list of TAIs supported by instance (k), identified as TAI(k).

NOTE 2:
A consumer NF (i.e. NWDAF service consumer) decides on the set of NWDAFs to aggregate analytics / collect analytics from based on its implemented selection criteria (e.g. the level of load per NWDAF, number of analytics IDs directly supported per NWDAF or other KPIs pre-configured by the network Operator).

2.
NWDAF service consumer sends subscription request to each NWDAF(k) including Analytics IDs(k) and TAI(k)* (e.g. as Analytics Filter). TAI(k)* is intersection of TAI(k) with the area of interest for the NWDAF service consumer. The request can be as the set of tuple of (Analytics IDs(k), Analytics Filter=TAI(k)*) as shown in step 2a to differentiate the area of interest per analytics ID. NWDAF(k) notifies with analytics specific parameters per analytics ID as shown in step 2b.

3.
The NWDAF service consumer may aggregate the target of analytics reporting across NWDAF(k)s for Analytics IDs(k) for corresponding area of interest TAI(k)*.

6.14.2.2
Centralised analytics aggregation model
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Figure 6.14.2.2-1: Procedure for centralised aggregation for multiple NWDAFs

In centralised aggregation model, an aggregation point, NWDAF (j) per analytics ID, may aggregate analytics for the same Analytic ID from other NWDAFs, NWDAF(i), for different sets of UEs as the target of analytics reporting or to cover different set of Tracking Areas within the area of interest per Analytics ID.

6.14.2.2.1
Centralised aggregation with AP ID (Option B)

In one option of centralised aggregation (termed as option B), a new aggregation point identifier (AP ID) can defined per NWDAF when registering a NWDAF within NRF. In this option, when registering an aggregation point like NWDAF (j) into NRF in addition to the set of analytics IDs to be supported by NWDAF (j) and area of interest to be covered by NWDAF (j), the AP ID is also configured equivalent to NWDAF(j) ID. This also identifies NWDAF(j) as an aggregation point.

When registering a distributed NWDAF like NWDAF (i) within NRF, in addition to the set of analytics IDs to be supported by NWDAF(i) and the area of interest to covered by NWDAF(i), the AP ID is also configured equivalent to one of NWDAF(j)s already registered as aggregation points.

The configuration of AP IDs, i.e. the mapping between NWDAF (i) and NWDAF (j), can take into account multiple factors including the expected level of load per central NWDAF e.g. based on the maximum number of distributed NWDAFs that a central NWDAF may support, analytics IDs supported per NWDAF, area of interest supported per NWDAF, any predefined hierarchy for mapping or other KPIs set by the network operator. NWDAF information maintained in NRF or any other designated Data Repository structures may hold mapping between per NWDAFs based on AP IDs. In option B, both NRF and NWDAF service consumer become aware of the mapping between central and distributed NWDAFs.
The details of each step are as follows:

1.
Similar to step 1 of clause 6.14.2.1, except NRF response may include both distributed NWDAF (i)s and central NWDAF (j)s. The NRF response also include the AP ID per NWDAF(i) instance indicating possible aggregation point(s), NWDAF(j) for different values of (j) i.e. the mapping between central and distributed NWDAFs. NWDAF service consumer determines central aggregation points based on the mapping received from NRF.

2.
NWDAF service consumer sends subscription request to NWDAF(j) (to designate as aggregation point) including Analytics IDs(i), TAI(i)* (as analytics filter) for NWDAF(i). NWDAF(j) identifies its designation as aggregation point being the addressee of service consumer request.

NOTE 1:
An explicit flag or parameter can be set as input parameter by NWDAF service consumer to explicitly designate an aggregation point, NWDAF(j) in step 2.

3.
NWDAF(j) subscribes to all NWDAF (i)s in a similar procedure as clause 6.14.2.1 (single instance subscription procedure). All NWDAF(i)s notify with analytics specific parameters per analytics ID in the set of Analytics IDs(i).

4.
NWDAF(j) may aggregate the target of analytics reporting across different NWDAF(i)s for Analytics IDs(i) for corresponding area of interest, TAI(i)*.

5.
NWDAF(j) notifies with analytics specific parameters per analytics ID for all aggregated analytics IDs per NWDAF(i).

6.14.2.2.2
Centralised aggregation without AP ID with mapping at service consumer (Option C)

In another option of centralised aggregation (termed as option C), no mapping is indicated between central and distributed NWDAFs at NRF. In this option, no AP ID is configured for NWDAFs and only aggregation points are differentiated when registering in NRF either implicitly or explicitly e.g. by configuring an identifier. In option C, NRF becomes agnostic to the mapping between central and distributed NWDAFs.

The details of each step are as follows:

1.
Similar to step 1 of clause 6.14.2.1, except NRF response may include both distributed NWDAF (i)s and NWDAF (j)s identified as aggregation points. NWDAF service consumer determines central aggregation point(s) based on its configuration or implemented selection criteria.
2-5.
are as above captured for option B.

6.14.2.2.3
Centralised aggregation with extended list for supporting analytics (Option D)

As another alternative (termed as Option D), each central NWDAF instance profile may include an extended set of supporting analytics IDs (direct plus indirect ones) within NRF. Per indirect analytics ID, central NWDAF may aggregate analytics from other NWDAFs (for the same Analytics ID), for different sets of UEs as the target of analytics reporting or to cover different set of Tracking Areas within the area of interest.

Some central NWDAFs may only aggregate analytics (per indirect analytics ID) so the extended list may not have directly supported analytics in that cases. Such extended list may form as part of a pre-negotiation phase between multiple NWDAFs as part of queries to NRF or based on a pre-defined hierarchy when each NWDAF registers within NRF. In Option D, NRF and NWDAF service consumer are agnostic to the mapping between central and distributed NWDAFs but both may still distinguish an aggregation point (i.e. a central NWDAF) from distributed NWDAFs. As a result, the implemented selection criteria per NWDAF service consumer may leverage this as an assistance information in addition to its other implemented selection criteria.

The details of each step are as follows:

1.
Similar to step 1 of clause 6.14.2.1, except NRF response include both distributed NWDAF (i)s and NWDAF (j)s identified as aggregation points. NWDAF service consumer determines central aggregation point based on its implemented selection criteria.
2.
NWDAF service consumer sends subscription request to NWDAF(j) (to designate as aggregation point) including all Analytics IDs, TAIs needed, without indicating any mapping per NWDAF (i)s.

3.
NWDAF (j) based on extended set of supporting analytics IDs knows the mapping to specific distributed NWDAFs to aggregate analytics from and subscribes to them.

4.
NWDAF(j) may aggregate the target of analytics reporting across different NWDAF(i)s for Analytics IDs(i) for corresponding area of interest.

5.
NWDAF (j) notifies with analytics specific parameters per analytics ID for all aggregated analytics IDs, without indicating any mapping per NWDAF(i)s. 
6.14.2.2.4
Centralised aggregation without AP ID with mapping at central NWDAFs (Option E)

In another option of centralised aggregation (termed as option E), no mapping is indicated between central and distributed NWDAFs at NRF similar to C or D. In this option also, no AP ID configured and only aggregation points are differentiated when registering in NRF either implicitly or explicitly e.g. by configuring an identifier. Furthermore, in addition to NRF, NWDAF service consumer becomes agnostic to the mapping between central and distributed NWDAFs. Instead, each central NWDAF based on configuration, implementation or queries to NRF decides on mapping to specific distributed NWDAFs.

The details of each step are as follows:

1.
Similar to step 1 of clause 6.14.2.1, except NRF response may include both distributed NWDAF (i)s and NWDAF (j)s identified as aggregation points. NWDAF service consumer chooses central aggregation points.
2.
NWDAF service consumer sends subscription request to NWDAF(j) (to designate as aggregation point) including all Analytics IDs, TAIs needed, without indicating any mapping of analytics IDs or TAIs per NWDAF (i).

3.
NWDAF (j) based on configuration, implementation or queries to NRF decides on mapping to specific distributed NWDAFs to aggregate analytics from and accordingly subscribes to them.

4.
NWDAF(j) may aggregate the target of analytics reporting across different NWDAF(i)s for Analytics IDs(i) for corresponding areas of interest.

5.
NWDAF (j) notifies with analytics specific parameters per analytics ID for all aggregated analytics IDs, without indicating any mapping of analytics IDs or TAIs per NWDAF (i).

6.14.2.3
Mixed-Mode analytics aggregation model
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Figure 6.14.2.2-1: Procedure for mixed-mode multiple NWDAFs

In a mixed-mode aggregation model, a mixture of option A from clause 6.14.2.1 with one of the options of the clause 6.14.2.2 (i.e. B or C or D or E) may occur.

The details of each step are as follows:

1.
NWDAF service consumer sends  (a set of) NF discovery request(s) to NRF including each required Analytics ID per request. The set of request(s) may also include extra information, e.g. Network Slice Selection Assistance Information (i.e. S-NSSAI). NRF response may include (1b) a (set of) NWDAF instance ID(s), i.e. NWDAF(k), to aggregate analytics in distributed manner. NRF response may also include (1c) a (set of) NWDAF instance ID(s) (i.e. NWDAF(i)) to aggregate analytics in centralised manner in a (set of) NWDAF instance IDs (i.e. NWDAF(j)).

2.
NWDAF service consumer subscribes to all NWDAF(k)s similar to distributed analytics aggregation procedure in clause 6.14.2.1 and receives individual notifications.

3.
NWDAF service consumer also subscribes to NWDAF(j)s. NWDAF(j) subscribes to all relevant NWDAF (i)s to be aggregated similar to centralised analytics aggregation procedure in clause 6.14.2.2 and provides aggregate notification to NWDAF service consumer.

4.
NWDAF service consumer aggregates analytics from both distributed and centralised NWDAF instances.

6.14.3
Impacts on services, entities and interfaces

Distributed analytics aggregation model:

-
[Option A] No impact on current services, entities and interfaces, except NWDAF service consumer may be extended to support aggregation of analytics for target analytics IDs across different sections of area of interest.

Centralised analytics aggregation model:

-
[Option C]

-
NWDAF service consumer may select an aggregation point (i.e. Central NWDAF).

-
central NWDAF(s) is extended to support aggregating, per analytics ID, the analytics from different NWDAFs (e.g. covering different target areas and/ or targets of analytics reporting).

-
aggregation points are differentiated when registering in NRF either implicitly or explicitly.

-
[Option B]


In addition to option C impacts, each NWDAF profile may include AP ID as a new parameter. AP ID can be maintained as part of NWDAF profile information within NRF.

-
[Option D]


In addition to option C impacts, each central NWDAF profile registered in NRF may include an extended set of analytics IDs (direct and indirect) that can be supported. Per indirect analytics ID, central NWDAF may aggregate analytics from other NWDAFs (for the same Analytics ID), for different sets of UEs as the target of analytics reporting or to cover different set of Tracking Areas within the area of interest.

-
[Option E]


In addition to option C impacts, each Central NWDAF based on configuration, implementation or queries to NRF decides on mapping to specific distributed NWDAFs.

Mixed-mode analytics aggregation model:

-
NWDAF service consumer may be extended to support aggregation of aggregated analytics from central NWDAF(s) combined with analytics from distributed NWDAFs (Mixed-mode only).

* * * * Next change * * * *
6.16.2
Procedure

The procedure of inter-NWDAF instance cooperation from lower level NWDAF to middle level NWDAF in hierarchical architecture to coordinate data collection is presented from Figure 6.16.1.2-1 below. The one or more NWDAF instance in lower level is able to coordinate the triggering of data collection in its associated upper level for efficient data collection. Optionally, the NWDAF instances can be configured with the role of Data Collection Coordination (DCC) functionality.

The discovery of NWDAFs in the different levels of the hierarchy shall be based on NWDAF Serving area and analytics IDs information exposed in NWDAF NF Profile. An NWDAF is configured with the whole hierarchy information. The hierarchy information defines TAs belonging to each level of the hierarchy, as well as the level of the hierarchy associated with the configured NWDAF. Based on the hierarchy information, an NWDAF in a level of the hierarchy interacts with NRF to discover the NWDAFs associated with upper and lower levels of the hierarchy.

To key increase the efficiency of data collection in hierarchical NWDAF architecture is to create mechanisms that prevent lower level NWDAF to trigger subscription to NFs/OAM based only on their local triggered subscriptions to NFs/OAM data. Instead, the lower level NWDAF should first check with upper levels if the required data is available at the higher level (therefore, there is already a subscription for the same data).

One possible mechanism to achieve this is to enable each NWDAF in the different levels of the hierarchy to have their own local mapping of subscriptions as a solution option. For example, an Analytics instance ID which is a local unique ID (e.g., a combination of Analytics ID and Analytics filter information) at one NWDAF can be used for the mapping of the same analytics subscription by different consumers, whereas Event instance ID which is a local unique ID (e.g., a combination of Event ID and Event filter information) can be used for the mapping of the same data to be collected from the same data source for the same or multiple analytics ID instances. If the NWDAF in one level of the hierarchy receives a new Analytics subscription request to Analytics ID, the NWDAF only creates an Analytics Instance ID, if no existing Analytics Instance ID can support the new Analytics subscription request. For example, a new Analytics subscription request with the same Analytics filter information is already subscribed by one Analytics consumer and an Analytics Instance ID is already created, the new Analytics subscription request can be mapped with the existing Analytics Instance ID. The same concept is applied to the Event instance ID(s) for the subscription/request of data collection. If a new Analytics Instance ID is created by a NWDAF, the NWDAF only creates new Event Instance ID(s) if the existing Event Instance IDs cannot be used.

In this solution, we assume that lower level NWDAFs are co-located with NFs. Therefore, such NWDAFs can directly trigger the data collection from their respective NFs and create or reuse the Event instance IDs associated with the Event IDs of the collocated NFs. If the lower level NWDAF requires data from other sources rather than the collocated NF for generating the requested analytics ID, the lower level NWDAFs delegates the triggering of data collection for other sources to the upper level NWDAF as it is described in the procedure of Figure 6.16.2-1.
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Figure 6.16.2-1: Procedure for inter-NWDAF instance cooperation from lower level NWDAF to upper level NWDAF in hierarchical architecture

1.
NWDAF instances are configured with the role, e.g. the information of the NWDAF Serving Area of its own tier (e.g, top level, middle level and lower level), as well as the NWDAF serving areas in its associated tiers (e.g. upper level).

2.
An Analytics consumer requests to the NWDAF in a lower level for an Analytics subscription request.

3a.
The requested lower level NWDAF is configured with mechanisms for efficient data collection. To increase the efficiency of data collection in hierarchical NWDAF architecture, the lower level NWDAF generates the local mapping, containing the identification of a subscription to Analytics IDs (Analytics instance ID) and the list of identification of triggered of data (Event instance IDs) to be collected for such Analytics ID generation at other NWDAFs, NFs, AFs, and OAM. If the lower level NWDAF receives a new Analytics subscription request to Analytics ID, the lower level NWDAF only creates an Analytics Instance ID, if no existing Analytics Instance ID can support the new Analytics subscription request. If a new Analytics Instance ID is created by NWDAF, the NWDAF only creates new Event Instance ID(s) if the existing Event Instance IDs cannot be used. The lower NWDAF can be able to collect the data from its co-located NF. Based on the association information, the lower level NWDAF determines to ask the middle NWDAFs for any other data it requires.

3b.
If the data to generate the requested Analytics ID is not available, the lower level NWDAF sends the request for data collection to the NWDAF in the middle level, that has DCC functionality.

4.
The middle level NWDAF creates and/or checks its local mapping. If the local mapping has already an Event instance ID for the requested data from the lower level NWDAF, the middle level NWDAF identifies that a subscription request for such requested data is available, otherwise the middle level NWDAF will trigger the subscription (thus creating a new Event ID instance) for such required data at other lower NWDAFs and/or NFs. For example, if the middle level NWDAF receives a new subscription/request of data collection, the middle level NWDAF only creates an Event Instance ID, if no existing Event Instance ID can support the new data collection subscription/request.

Case A:

5a.
The requested data is already stored and available at the middle level NWDAF and, thus the middle level NWDAF sends the requested data to the lower level NWDAF.

Case B:

5b.
If the requested of data is not available at the middle NWDAF, i.e., there is no Event instance ID associated with to such requested data, and requires a new data subscription from the data source, e.g. NF The middle level NWDAF sends the subscription request for the collected data from NF.

5c.
The NF sends the collected data to the middle level NWDAF.

5d.
The middle level NWDAF stores the collected data to be able to reuse if the same data collection is required by other NWDAFs.

5e.
The middle level NWDAF sends the request data to the lower level NWDAF.

NOTE:
For simplicity the procedure in Figure 6.16.2-1 shows only the case when the subscription to analytics ID arrives at the lower level NWDAF and the coordination for reduction of signalling for triggering subscriptions to NFs/OAM happens between lower and middle level NWDAFs. However, the solution principle is the same if the subscription to analytics ID arrives at middle level NWDAF and there is the need of coordination between middle and top level NWDAFs. The case when the subscription to analytics ID arrives at the top level NWDAF is described in Solution #18, clause 6.18.
* * * * Next change * * * *
6.28.1.2
Input data

Since the URSP evaluation is a behaviour in NAS layer, once the URSP is distributed to UE, neither core network nor the application server knows which URSP rule(s) are enforced. In order to verify proper URSP enforcement and optimize the distribution of URSP, NWDAF shall be able to collect data from UE and other NF, as described below:

Table 6.28.1.2-1: data for URSP enforcement collected by NWDAF

	Information
	Source
	Description

	URSP Enforcement Report
	UE
	The UE sends a URSP Enforcement Report based on an indication from network. The indication is sent by NWDAF.

It can indicate the time information.

	The mapping between traffic descriptor and the Application(s)
	PCF/AF
	There can be multiple traffic descriptors are corresponding to a certain application.

PCF/AF can notify which application a Traffic Descriptor is corresponding to.

	The URSP rules distributed to UE
	PCF/AF
	URSP may be updated.

PCF/AF can notify which URSP rules are distributed to UE per time/location.


* * * * Next change * * * *
6.28.1.4
Procedure


[image: image15.emf]UE RAN AMF PCF NWDAF AF

3. Analyze the 

usage of network 

slicing 

1. Collect data for URSP rnforcement

2a. data collection

2b. Data collection

4a. Expose analytic result

4b. Expose analytic result

5. PCF and AF may 

interact to update 

URSP rules

6. distribute the updated URSP


Figure 6.28.1.4: Procedure for analytics of usage of network slice and update URSP to UE accordingly

1.
NWDAF collects data for URSP enforcement from UE as described in Table 6.28.1.2-1.

2.
NWDAF may collects data from PCF and/or AF as described in Table 6.28.1.2-1.

3.
Based on the input in step-1 and 2, NWDAF derives the analytics result as described in Table 6.28.1.3-1 and Table 6.28.1.3-2.

4.
The analytic result can be exposed to PCF and/or AF. PCF and AF may interact to update the URSP rules. Then PCF may distribute the updated URSP to UE using UCU procedure as specified in clause 4.2.4.3 in TS 23.502 [3].
* * * * Next change * * * *
6.31.2
Input Data

The service data collected from the AF/NEF, the network data from other 5GC NFs and the network data from OAM for service experience analytics are defined in Table 6.31.2-1, Table 6.31.2-2 and Table 6.31.2-3, respectively.

Table 6.31.2-1: Service Data from AF related to the Service Experience analytics

	Information
	Source
	Description

	Application ID
	AF
	To identify the service and support analytics per type of service (the desired level of service)

	IP filter information
	AF
	Identify a service flow of the UE for the application

	Locations of Application
	AF/NEF
	Locations of application represented by a list of DNAI(s). The NEF may map the AF-Service-Identifier information to a list of DNAI(s) when the DNAI(s) being used by the application are statically defined.

	Service Experience
	AF
	Refers to the QoE as established in the SLA and during on boarding. It can be either e.g. MOS or video MOS as specified in ITU-T P.1203.3 [16] or a customized MOS

	Performance Data
	AF
	The performance associated with the communication session of the UE with an Application Server that includes: Average Packet Delay, Average Loss Rate, and Throughput as defined in Table 6.49.2-1: Application Server Performance Data from EDN network, clause 6.49.

	Timestamp
	AF
	A time stamp associated to the observed level of Service Experience provided by the AF, mandatory if the observed Service Experience is provided by the ASP.


NOTE 1:
Performance Data is a new input from AF, comparing to Service Data from AF defined in Table 6.4.2-1, clause 6.4.2, TS 23.288 [5].
Table 6.31.2-2: QoS flow level Network Data from 5GC NF

	Information
	Source
	Description

	Timestamp
	5GC NF
	A time stamp associated with the collected information.

	Location Info
	AMF
	The UE location information when the service is delivered.

	DNN
	SMF
	DNN for the PDU Session which contains the QoS flow

	S-NSSAI
	SMF
	S-NSSAI for the PDU Session which contains the QoS flow

	Application ID
	PCF/SMF
	Used by NWDAF to identify the application service provider and application for the QoS flow

	UPF info
	SMF
	UPF ID/address/FQDN information for the UPF serving the UE

	IP filter information
	SMF
	Provided by the SMF, which is used by NWDAF to identify the service data flow for policy control and/or differentiated charging for the QoS flow

	QFI
	SMF
	QoS Flow Identifier

	QoS flow Bit Rate
	UPF
	The observed bit rate for UL direction; and

The observed bit rate for DL direction

	QoS flow Packet Delay
	UPF
	The observed Packet delay for UL direction; and

The observed Packet delay for the DL direction

	Packet transmission
	UPF
	The observed number of packet transmission

	Packet retransmission
	UPF
	The observed number of packet retransmission


NOTE 2:
UPF info is a new input from SMF, comparing to the ones for the QoS flow level Network Data from 5GC NF defined in Table 6.4.2-2, clause 6.4.2, TS 23.288 [5].

Table 6.31.2-3: UE level Network Data from OAM

	Information
	Source
	Description

	Reference Signal Received Power
	OAM
	The per UE measurement of the received power level in a network cell, including SS-RSRP, CSI-RSRP as specified in clause 5.5 of TS 38.331 [7] and E-UTRA RSRP as specified in clause 5.5.5 of TS 36.331 [8]

	Reference Signal Received Quality
	OAM
	The per UE measurement of the received quality in a network cell, including SS-RSRQ, CSI-RSRQ as specified in clause 5.5 of TS 38.331 [7] and E-UTRA RSRQ as specified in clause 5.5.5 of TS 36.331 [8]

	Signal-to-noise and interference ratio
	OAM
	The per UE measurement of the received signal to noise and interference ratio in a network cell, including SS-SINR, CSI-SINR, E-UTRA RS-SINR, as specified in clause 5.1 of TS 38.215 [9]

	Timestamp
	OAM
	A time stamp associated with the collected information.

	Cell Energy Saving State
	OAM
	The energy saving state information of the cells within area of interest, e.g. a list of the cell which is within the area of interest and is in the energy saving state, as specified in clause 3.1 and 6.2 in TS 28.310 [20].


Editor's note:
how does OAM expose the Cell Energy Saving State of cells is depending on SA5's study and it is FFS.

NOTE 3:
"Timestamp" and "Cell Energy Saving State" are a new input from OAM, comparing to UE level Network Data from OAM as defined in Table 6.4.2-3, clause 6.4.2, TS 23.288 [5].
* * * * Next change * * * *
6.45
Solution #45: Triggers for requesting analytics

6.45.1
Description

This solution addresses Key Issue #13 "Triggering conditions for analytics", especially on the aspect of triggers which can be used by analytics consumers to request for or subscribe to analytics from the NWDAF.

In general, an NF may request for or subscribe to the analytics information from the NWDAF:

-
based on the triggers (e.g. event reports or requests) from the other NF(s).


-
based on local event, e.g. the detected UE behaviour or network performance.

-
based on the analytics information received. That is, the NF may decide to further request for or subscribe to the analytics information (e.g. with different Analytics filters, Target of Analytics Reporting or Analytics IDs) from the NWDAF, upon receiving the analytics information provided by the NWDAF for existing subscription(s) or previous request(s).

Specifically, for different NFs, the possible triggers and example scenarios can be as follows:

PCF:

The PCF may request for or subscribe to the analytics information from the NWDAF:

-
based on Policy Control Request from the AMF or SMF.

-
based on analytics information received.

Table 6.45.1-1: Triggers used by PCF to request for or subscribe to analytics

	Triggers
	Examples

	Policy Control Request  from the AMF or SMF
	the PCF may request the analytics from the NWDAF in order to update policy and charging control decision.

	analytics information received
	Upon receiving the analytics on "Load level information" which indicates the load level of a network slice reached the threshold for a high load level, the PCF may request for or subscribe to the analytics information on "Abnormal behaviour" to detect whether there are any exceptional UE behaviours in this network slice.


SMF:

The SMF may request for or subscribe to the analytics information from the NWDAF:

-
based on UE access and mobility event reports from the AMF.

-
based on Policy Control Request Triggers or updated policy and charging control decision from the PCF.

-
based on local events.

Table 6.45.1-2: Triggers used by SMF to request for or subscribe to analytics

	Triggers
	Examples

	UE access and mobility event reports from the AMF
	When the "number of UEs served by the AMF and located in Area Of Interest" reported by the AMF reaches a predefined threshold, the SMF may subscribe to the analytics on "UE communication" or "Network Performance" with the Analytics Filter including the Area of Interest, to observe the communication performance of the UE(s) or the network in the specific area.

	Policy Control Request Triggers or updated policy and charging control decision from the PCF
	When the SMF receives the Policy Control Request Trigger of "Usage report" from the PCF, the SMF may subscribe to the analytics information on "Abnormal behaviour", to detect whether there are any exceptions on the PDU session or the Monitoring key specific resources consumed by a UE as specified in TS 23.503 [4].

	local events
	If the SMF detects the number of PDU session establishment or release reaches a threshold in a specific area, the SMF may request for or subscribe to the analytics information on "Abnormal behaviour" to detect whether there are any exceptional UE behaviours in this area.


AMF:

The AMF may request for or subscribe to the analytics information from the NWDAF:

-
based on event reporting triggers from the SMF/NEF.

-
based on local events.

Table 6.45.1-3: Triggers used by AMF to request for or subscribe to analytics

	Triggers
	Examples

	event reporting triggers from the SMF/NEF
	When the AMF receives the event reporting trigger from the SMF/NEF on "UE loss of communication", the AMF may subscribe to the analytics information on "Abnormal behaviour" to detect whether there are any mobility related exceptions.

	local events
	When the AMF detects frequent mobility re-registration of one or more UEs, the AMF may subscribe to the analytics on "Abnormal behaviour" in order to trace the mobility trend of the UE(s) and take appropriate actions.





6.45.2
Impacts on services, entities and interfaces

Editor's note:
This clause lists impacts to services and interfaces.

* * * * Next change * * * *
6.54.1.2
Procedure for Real-time communication capable NWDAF registration
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Figure 6.54.1.2-1: Procedure for Real-time communication capable NWDAF registration
1.
During the data collection, for an Analytics ID, each NWDAF evaluates the delay for data collection which including the data preparation time within the NF, data transfer time from the NF to the NWDAF. The data collection time delay is also an average, maximum or minimum value for all the data collection for specific area of interest, which is not a UE or UE group specific.

2.
NWDAF calculates the Supported Analytics Delay which including the delay for data collection in Step 1 and the delay for inference within the NWDAF. Similar to data collection time delay, the Supported Analytics Delay for an Analytics ID is also an average, maximum or minimum value for all received Analytic requests for the NWDAF serving area, which is not a UE or UE group specific.

3.
The real-time communication capable NWDAF sends Nnrf_NFManagement_NFRegister Request message to NRF, additionally includes the real-time communication capability information (Support for Real-time Communication Indicator, Optionally the Supported Analytics Delay (average, maximum or minimum)) and corresponding Analytics ID(s) which are applicable to real-time communication as part of its NF Profile.

4.
The NRF acknowledge NF Registration is accepted via Nnrf_NFManagement_NFRegister response.
* * * * Next change * * * *

6.54.1.3
Procedure for Real-time communication capable NWDAF discovery
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Figure 6.54.1.3-1: Procedure for Real-time communication capable NWDAF discovery
Step 1.
The NWDAF service consumer sends Nnrf_NFManagement_NFDiscover Request message to NRF, includes an indication which indicates it expects real-time communication with NWDAF for specific Analytics ID(s) and Optionally an Expected Analytics Delay.

NOTE:
The "time when analytics is needed" is used for request/response mode and refer to the timestamp when the consumer NF plan to consume the analytics from NWDAF as defined in clause 6.1.3, TS 23.288, while the "Expected Analytics Delay" is used for subscribe/notification mode and refer to an maximum duration in which the consumer can suffer.
Step 2.
The NRF determines a set of candidate NWDAF(s) matching the Nnrf_NFDiscovery_Request and sends the candidate NWDAF profiles to the NWDAF service consumer.

Step 3-4 are executed only when the Expected Analytics Delay is not include in Step 1:
Step 3-4.
The NWDAF service consumer negotiates with each candidate NWDAF to find a suitable NWDAF by comparing the Expected Analytics Delay in the NWDAF service consumer with the Supported Analytics Delay in the candidate NWDAF.
The following impacts are applicable to clause 4.17.9, TS 23.502 [3] when a NWDAF service consumer requests for the discovery of a real-time communication capable NWDAF with delegated service discovery:

-
Step 1: The NWDAF service consumer sends the service request message to SCP, includes an indication which indicates it expects real-time communication with NWDAF for specific Analytics ID(s).

* * * * Next change * * * *

6.54.1.4
Real-time communication capable NWDAF based data pre-collection and pre-analytics
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Figure 6.54.1.4-1: Data pre-analytics procedure
0.
The real-time communication capable NWDAF successfully registered in NRF.

1.
The real-time communication capable NWDAF subscribes to the data source for necessary data/event reporting by sending Data collection Subscribe Request. In cases of different scenarios, the Data collection Subscribe procedure may be:

-
Nnf_EventExposure_Subscribe in case of the data source is an NF.

-
Nnef_EventExposure_Subscribe in case of the data source is an AF. In this case, the service data subscribe request should be forwarded from NEF to AF by invoking Naf_EventExposure_Subscribe service operation.

-
Nnrf_NFManagement_NFStatusSubscribe in case of the data source is an NRF.

-
Subscribe (Input) in case of the data source is an OAM.

The real-time communication capable NWDAF should additionally include a continuous data reporting indication in the Data collection Subscribe Request to indicate the data source to report the subscribed data/event continuously to the real-time communication capable NWDAF until the real-time communication capable NWDAF unsubscribes the data/event reporting. The immediate reporting flag may be used by the real-time communication capable NWDAF, if available, to obtain the current status of the subscribed event.

NOTE 1:
In case of the data source is an NRF, the real-time communication capable NWDAF may invoke Nnrf_NFDiscovery service before invoking Nnrf_NFManagement_NFStatusSubscribe to obtain the current NF information from the NRF.
The data source responds the request by sending Data collection Subscribe Response to the real-time communication capable NWDAF.

2.
Data source notifies to the real-time communication capable NWDAF the subscribed data/event continuously based on the continuous data reporting indication received from the real-time communication capable NWDAF in Data collection Subscribe Request. The data/event notification can be done by:

-
Nnf_EventExposure_Notify in case of the data source is an NF.

-
Naf_EventExposure_Notify in case of the data source is an AF.


In this case, the service data notification should be forwarded from NEF to real-time communication capable NWDAF by invoking Nnef_EventExposure_Notify service operation.

-
Nnrf_NFManagement_NFStatusNotify in case of the data source is an NRF.

-
Notification (notifyFileReady) in case of the data source is an OAM.

3.
The real-time communication capable NWDAF processes pre-analytics for the Analytics ID(s) which are applicable to real-time communication based on the data/event reported by the data source. The real-time communication capable NWDAF should keep updating the analytics result of specific Analytics ID(s) when receiving new notification from the data source.

NOTE 2:
The trained data model is derived by the real-time communication capable NWDAF itself during the data pre-analytics procedure or shared from other NWDAFs relies on the conclusion of KI#19.
4.
The real-time communication capable NWDAF sends Data collection Unsubscribe Request to data source when it decides not to collect data from the data source. The Data collection Unsubscribe procedure may be:

-
Nnf_EventExposure_Unsubscribe in case of the data source is an NF.

-
Nnef_EventExposure_Unsubscribe in case of the data source is an AF.

In this case, the service data subscribe request should be forwarded from NEF to AF by invoking Naf_EventExposure_Unsubscribe service operation.

-
Nnrf_NFManagement_NFStatusUnsubscribe in case of the data source is an NRF.

-
Unsubscribe operation in case of the data source is an OAM.

The data source stops reporting data/event to the real-time communication capable NWDAF and responds the request by sending Data collection Unsubscribe Response to the real-time communication capable NWDAF.

* * * * Next change * * * *

6.58.3
Impacts on services, entities and interfaces
NWDAF:

-
Extensions of existing services or new services for exposing a dataset of the generated bulked data related to an analytics ID as described in clause 6.58.1.
2.
-
Bulked data generation.

-
Bulked data generation used to generate an analytics output.

* * * * Next change * * * *

6.68.3
Output Analytics

The NWDAF supporting data analytics on Redundant Transmission Experience shall be able to provide Redundant Transmission Experience analytics, to consumer NF (e.g. SMF).

Table 6.68.3-1: Redundant Transmission Experience statistics

	Information
	Description

	UE group ID or UE ID, any UE
	Identifies a UE, any UE, or a group of UEs 

	DNN
	Data Network Name associated for URLLC service

	Spatial validity
	Area where the estimated Redundant Transmission Experience applies.

If Area of Interest information was provided in the request or subscription, spatial validity should be the requested Area of Interest.

	Time slot entry (1..max)
	List of time slots during the Analytics target period

	  > Time slot start
	Time slot start within the Analytics target period

	  > Duration
	Duration of the time slot (average and variance)

	Redundant Transmission Experience
	Observed statistics (e.g. packets drop, packet successful/failure rate, packets delay)

	> Ratio [0,max]
	Percentage on which UE, any UE, or UE group efficiently use the PDU session with redundant transmission.



Table 6.68.3-2: Redundant Transmission Experience predictions

	Information
	Description

	UE group ID or UE ID, any UE
	Identifies an UE or, any UE, a group of UEs 

	DNN
	Data Network Name associated for URLLC service

	Spatial validity
	Area where the estimated Redundant Transmission Experience applies.

If Area of Interest information was provided in the request or subscription, spatial validity should be the requested Area of Interest.

	Time slot entry (1..max)
	List of predicted time slots

	  >Time slot start
	Time slot start time within the Analytics target period

	  > Duration
	Duration of the time slot 

	Redundant Transmission Experience
	Predicted Redundant Transmission Experience during the Analytics target period

	> Ratio [0, max]
	Percentage on which the UE, any UE, or UE group may efficiently use the PDU session with redundant transmission.

	  > Confidence
	Confidence of this prediction


6.68.4
Procedures
6.68.4.1
Analytics Procedure

Figure 6.68.4.1-1 shows the analytics procedure. The NWDAF can provide analytics, in the form of statistics or predictions or both, to another NF.
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Figure 6.68.4.1-1: "Redundant Transmission Experience" analytics provided to an NF
1.
The NF sends a request to the NWDAF for analytics on a specific UE, any UE, or a group of UEs, using either the Nnwdaf_AnalyticsInfo or Nnwdaf_AnalyticsSubscription service. The NF can request statistics or predictions or both. The type of analytics is set to Redundant Transmission Experience. The NF provides the UE id or Internal Group ID in the Target of Analytics Reporting. Analytics Filter Information optionally contains DNN, S-NSSAI, Area of Interest, etc.
2.
If the request is authorized, and in order to provide the requested analytics, the NWDAF may subscribe to events with all the serving AMFs for notification of location changes, and may subscribe to events with SMFs serving PDU Session on URLLC service for notification of redundant transmission related information.

The NWDAF subscribes the service data from AF(s) by invoking Naf_EventExposure_Subscribe service or Nnef_EventExposure_Subscribe (if via NEF).


The NWDAF collects UE mobility information, packet measurement information and/or redundant transmission related information from OAM, following the procedure captured in clause 6.2.3.2 of TS 23.288 [5].

NOTE:
The NWDAF determines the AMF serving the UE, any UE, or the group of UEs as described in clause 6.2.2.1 of TS 23.288 [5].
This step may be skipped when e.g. the NWDAF already has the requested analytics available.

3.
The NWDAF derives requested analytics.

4.
The NWDAF provide requested UE Presence Pattern analytics to the NF, using either the Nnwdaf_AnalyticsInfo_Request response or Nnwdaf_AnalyticsSubscription_Notify, depending on the service used in step 1.

5-7. If at step 1, the NF has subscribed to receive notifications for Redundant Transmission Experience analytics, after receiving event notification from the AMFs, AFs and OAM subscribed by NWDAF in step 2, the NWDAF may generate new analytics and provide them to the NF.
If a service consumer is SMF, the Redundant Transmission Experience analytics can be used to make decision if that redundant transmission shall be performed or (if activated) shall be stopped regarding the PDU session for URLLC service.

* * * * End of changes * * * *
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