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Abstract of the contribution: This paper proposes a conclusion for key issue 2.
1	Discussion
1.1	Introduction
Earlier discussions on a potential way forward for FS_eNPN KI#2 have resulted in an interim agreement to reuse the existing N3IWF architecture as the basis for addressing data services from both networks and service continuity between the two networks.
One Editor's note was also documented, which reads "With Rel-16 N3IWF architecture, whether it can ensure that the VIAPA applications obtains QoS in the underlay network, and if not, how to enhance the Rel-16 N3IWF architecture, is FFS.".
This paper shows that the N3IWF architecture cannot be used to access VIAPA services due to the very low latencies (7 ms or even less depending on the service) that need to be guaranteed for VIAPA services according to SA1's requirements documented in TS 22.263 [1].
Given that the N3IWF architecture cannot be used to access VIAPA services this paper proposes to conclude that no QoS enhancements are needed for the N3IWF architecture for VIAPA services.
This paper also shows that the required end-to-end latency for VIAPA services can be met by either registering in the SNPN and accessing VIAPA services within the SNPN or by registering in the PLMN and accessing VIAPA services using a local UPF of the PLMN and direct peering between PLMN and the venue.
1.2	Audience services require end-to-end latency of 7 ms or less
Key issue 2 in TR 23.700-07 [2] contains the following note:
NOTE:	The data service from NPN can be the low latency and high data rate service while serving massive number of UEs in a small area, e.g. the integrated audience multicast service in large live production events, such as music festivals (such as those listed in TS 22.263 [1] Table 6.3.1-1: Performance requirements for low latency deterministic periodic traffic with multicast service). It is assumed that the FS_IIoT will cover aspects to enable low latency data services, and that FS_5MBS will cover aspects to enable low latency multicast downlink services, while the scope of the FS_eNPN is to enable these services while the UE is using two networks e.g. NPN and PLMN.
The performance requirements listed in TS 22.263 [1] clause 6.3.1 for the "audience multicast service" referred to in the note above are as follows:
Table 6.3.1-1: Performance requirements for low latency deterministic periodic traffic with multicast service (excerpt).
	Profile
	# of active UEs
	# of UL streams
	# of DL streams
	UE Speed
	Service Area
	E2E latency (Note 1)
	Transfer interval (Note 1)
	Packet error rate (Note 2, Note 3)
	Data rate UL
	Data rate DL

	Integrated audience services
	50000
	-
	30 multicast streams
	5 km/h
	1.5 km x 1.5 km
	7 ms DL
	3 ms
	10-4
	-
	200 kbit/s



Observation 1: The delay target for the audience service is 7 ms end-to-end delay according to TS 22.263 [1] table 6.3.1.-1.
When looking at the standardized 5QI characteristics defined in TS 23.501 [3] table 5.7.4-1 it becomes obvious that the smallest supported end-to-end (e2e) delay or Packet Delay Budget (PDB) is 5 ms:
Table 5.7.4-1: Standardized 5QI to QoS characteristics mapping [excerpt]
	5QI
Value
	Resource Type
	Default Priority Level
	Packet Delay Budget
(NOTE 3)
	Packet Error
Rate 
	Default Maximum Data Burst Volume
(NOTE 2)
	Default
Averaging Window
	Example Services

	85
	
	21
	5 ms
(NOTE 5)
	10-5
	255 bytes
	2000 ms
	Electricity Distribution- high voltage (see TS 22.261.
V2X messages (Remote Driving. See TS 22.186, NOTE 16, see TS 23.287)

	86
	
	18
	5 ms
(NOTE 5)
	10-4
	1354 bytes
	2000 ms
	V2X messages (Advanced Driving: Collision Avoidance, Platooning with high LoA. See TS 22.186, TS 23.287)



Furthermore, NOTE 5 referred to in the table shown above states " A static value for the CN PDB of 2 ms for the delay between a UPF terminating N6 and a 5G-AN should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. [...]"
Subtracting 2 ms from the PDB supported by 5QI 85 and 86 yields 3 ms as the smallest PDB that can be supported by the access network, including the radio interface. Given this and given that the delay target for the audience service is 7 ms end-to-end delay (see Observation 1), we can conclude that the e2e delay between the 5G-AN and the UPF that connects to the audience service needs to be 4 ms or less.
Observation 2: The e2e delay between the RAN and the UPF that connects to the audience service needs to be 4 ms or less.
1.3	Delay requirements of audience services cannot be met using N3IWF access to the SNPN
Solutions that have been proposed for key issue #2 to enable access to SNPN services via a PLMN rely on the use of an N3IWF in the SNPN. The architecture assumed by those solutions is depicted in Figure 1.



Figure 1: UE accesses the audience services via the PLMN and the SNPN's N3IWF.
According to Observation 2, the e2e delay between the RAN and the UPF that connects to the audience service needs to be 4 ms or less. Also, as documented in NOTE 5 in TS 23.501 [3] table 5.7.4-1, a value of 2 ms is typically assumed for the CN PDB value for 5QIs 85 and 86.
It is obvious that a CN PDB of 2 ms cannot be achieved based on a centralized UPF; instead, the PLMN needs to select a UPF that is located close to the NG-RAN nodes that are serving the area of the venue.
Observation 3: In order to achieve a sufficiently low CN PDB to support the audience service, the PLMN needs to select a UPF that is located close to NG-RAN.
As depicted in Figure 2, when assuming 2 ms for the CN PDB of the PLMN and the SNPN then there is no delay budget left for IPSec processing by N3IWF and the peering between the two networks, be it direct or via the Internet.

 Figure 2: 4 ms end-to-end delay between NG-RAN and the SNPN's UPF that connects to the audience service cannot be achieved using N3IWF access to the SNPN.
In summary, the proposal to access the audience service via the PLMN and the SNPN's N3IWF does not meet SA1's delay requirements for audience services.
Conclusion 1: Accessing audience services via the PLMN and the SNPN's N3IWF does not meet SA1's delay requirements for audience services.
As mentioned above, clause 8.2 contains an Editor's note, which reads "With Rel-16 N3IWF architecture, whether it can ensure that the VIAPA applications obtains QoS in the underlay network, and if not, how to enhance the Rel-16 N3IWF architecture, is FFS.".
Given that the N3IWF architecture cannot be used to access VIAPA services there is also no need for any QoS enhancements for the N3IWF architecture for VIAPA services.
Conclusion 2: Given that the N3IWF architecture cannot be used to access VIAPA services anyway, there is also no need for any QoS enhancements for the N3IWF architecture for VIAPA services.
1.4	Accessing audience and other VIAPA services directly from the PLMN achieves the required end-to-end latency for VIAPA services
It is obvious that VIAPA services can be provided directly by the SNPN while also meeting the delay requirements defined by SA1. The UE can also access PLMN services via the SNPN and the PLMN's N3IWF.
This model however assumes that the venue has enough spectrum available to support both audience services as well as access to the Internet and PLMN services. This assumption may not hold for all deployments depending on local regulation and spectrum availability.
Therefore it is worth analyzing whether accessing VIAPA services directly from the PLMN is an alternative.

[bookmark: _Hlk51928515]
Figure 3: Accessing the venue's VIAPA service using a local UPF in the PLMN and direct peering between PLMN and venue can achieve the required end-to-end latency for VIAPA services.
[bookmark: _Hlk51929305]As illustrated in Figure 3, using a local UPF in the PLMN and direct peering between PLMN and venue to provide access to the venue's audience services meets the required end-to-end latency for VIAPA services.
Another option (not depicted) is that the PLMN hosts the audience service in an edge application server (EAS) co-located with the local UPF. In this case only e.g. an audio feed needs to be provided from the venue to the EAS using a lower capacity direct peering between PLMN and venue.
It is also worth highlighting that the audience service can be provided by the PLMN using unicast or multicast PLMN (depending on the results of the FS_5MBS study). Note that even if the PLMN does not offer nationwide multicast services the PLMN may decide to offer local a multicast service only in the area of the venue.
Conclusion 3: Accessing audience and other VIAPA services using a local UPF in the PLMN and direct peering between PLMN and venue meets the required end-to-end latency for VIAPA services.
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3	Proposal
[bookmark: _Toc44311915][bookmark: _Toc44312028][bookmark: _Hlk47546595]<<< Start of changes >>>
[bookmark: _Toc50559372][bookmark: _Toc50566268]8.2	Key Issue #2: NPN support for Video, Imaging and Audio for Professional Applications (VIAPA)
Editor's note:	These are INTERIM conclusions for Key issue #2.
When UE only has single subscription, the data service from both V-SNPN and Home SP (PLMN or Home SNPN), as well as service continuity is to be evaluated by KI#1.
[bookmark: _Hlk51920621]It is concluded that the existing Rel-16 N3IWF-architecture is used as the basis to address data service from both networks and service continuity between the two networks.
Concurrent access to VIAPA services and PLMN services can be supported as follows:
[bookmark: _Hlk51925019]-	The UE registers on the SNPN and accesses VIAPA services directly via the SNPN and accesses PLMN services via the SNPN and the PLMN's N3IWF.
-	The UE registers on the PLMN and accesses VIAPA services directly via the PLMN (e.g. based on a local UPF and direct peering between the PLMN and the venue's VIAPA services) and also accesses PLMN services directly via the PLMN.

[bookmark: _Hlk49833614]Editor's note:	With Rel-16 N3IWF architecture, whether it can ensure that the VIAPA applications obtains QoS in the underlay network, and if not, how to enhance the Rel-16 N3IWF architecture, is FFS.
<<< End of changes >>>
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