

SA WG2 Temporary Document
Page 4

[bookmark: OLE_LINK38][bookmark: OLE_LINK39][bookmark: OLE_LINK40][bookmark: OLE_LINK41]SA WG2 Meeting #141E (E-meeting)	S2-2007605
October 12 – 23, 2020, Elbonia	(revision of S2-200xxxx)
Source:	Sony
Title:	KI#3: Evaluation and interim conclusion
Document for:	Approval
Agenda Item:	8.3
Work Item / Release:	FS_enh_EC / Rel-17
Abstract of the contribution: Evaluation of Low Latency exposure solutions for KI#3 and proposal of interim conclusion.
Background
The key issue #3 addresses exposure of information to Application Functions deployed in the edge (e.g. Edge Application Servers), including:
-	Which information that have already existed in Rel-16 needs to be exposed with low latency to the edge computing functions by the 5GS?
-	How does the 5GC determine whether a network information need to be exposed with low latency?
-	How to expose the network information to the application functions deployed in the edge with low latency?
-	Whether and how to maintain the exposure when the UE moves out of the coverage of NF(s) supporting the exposure?

There are 10 solutions targeting KI#3 that shall be evaluated against these bullets

Solution #41: Network Information Provisioning using the IP path 
	This solution uses ECN and later L4S to provide information about network status to the UE and AS.
The advantage of using ECN or L4S are that they are not 3GPP access specific but can be used by any access.
To get low latency for EC traffic, the queue length needs to be held short.


Solution #42: Providing selected radio information to an App requiring it
The solution introduces a local NEF which acts both as a NEF (sending information to an APP) and invoke the MnS services provided by a MnS (SA WG5 defined) entity to receive OAM output information from NG RAN;
The EC AF and the local NEF are owned by the operator.
The local NEF is an entity specified by SA WG2 but that uses MnS services defined by SA WG5 specifications to receive information from MnS producer in NG RAN.

Solution #43: Low Latency exposure API by using the distributed CAPIF framework feature
The QoS information is generated in the PSA UPF as described in 23.501, section 5.33.3. 
The solution proposes a distributed deployment of the CAPIF framework as defined in SA5, 23.222, where the PSA UPF is the Service API provider exposing a service API directly to the API invoker (AF/Edge Application) and the NEF provides the CAPIF Core Function e.g. the API discovery functionality and the initial authentication, authorization of the API Invoker. The CAPIF Core Function and related functionality does not have any latency constrains, therefore the CAPIF Core Function can remain centrally deployed in the network e.g. in a centralized node NEF. 

Solution #44: Network Information Exposure to Local AF with Low Latency
The NEF-edge is deployed close to the edge network in order to fulfil the timely radio network information exposure to the edge network. The NEF-edge has the connection with the AF in the edge network, MnS producer as defined in TS 28.533 [24], and the NEF-central deployed in the core network. In this solution, MnS producer is distributed close to RAN and could handle the RAN management domain to support low latency exposure to the edge network. What information can be exposed to the edge network is based on the operator's policy and configuration.
Solution #45: Using AS or NAS message notify UE's application layer
RAN can use NAS message to notify UE (Optionally, UE can adjust the application behaviour promptly if available). Upon receiving the notification from 3GPP network, the UE notifies to with EAS the change.
For the non-mobility case, the change of QoS will be delivered to UE via NAS message (e.g. PDU Session modification request).
The Change of QoS is awared by SMF using existing QoS Notification control defined in clause 5.7.2.4 in TS 23.501 [2]:

Solution #46: Local NEF Deployment for network information exposure to Local AF with Low Latency
This solution proposes to deploy Local NEF at the edge of the network and exposes real-time network information e.g. network congestion condition or real-time user path latency, to Local AF. Local AF refers to the applications which are deployed in edge hosting environments.
In R15, there is a mechanism to select the proper local UPF and implement traffic offloading to local DN by using ULCL/BP or LADN. In this solution, the local UPF is enhanced to support real-time network information exposure to local NEF, through a new control-plane interface, i.e.Nx. 

Solution #47: User Plane based Network Information Provisioning
One basic mechanism is using the the Option Field of the IP header or TCP header of the DL to transport the NIP command from the EAS to the 5G network(e.g. UPF) or to the UE and using the Option Field of the IP header or TCP header of the UL to transprot the NIP response from the 5G network or the UE to the EAS. The Option Field of the IP header or TCP header can provide 40 bytes.
But if the length of the NIP request or response is larger than 40 bytes, the NIP data can be splitted into small part and each part is delivered in the Option Field, but this will introduce some implementation complexity to assemble parts into a message, and alternative mechanism is using the data field of the ICMP ECHO packet.

Solution #48: QoS monitoring information exposure based on unstructured data transmission
In this solution, unstructured data transmission mechanism is reused for UPF to send the QoS monitoring information to local applications. The difference is that the unstructured data is the QoS monitoring information received from RAN. The UPF forwards the QoS monitoring information to the destination in the data network over the N6 PtP tunnel using UDP/IPv6 encapsulation. The IPv6 address and UDP port used for encapsulation is provided by SMF along with the QoS monitoring rule. The IPv6 address and UDP port is provided by AF while requesting QoS monitoring.
The detailed QoS monitoring information depends on the AF request. It could be e.g. the packet delay, packet rate and so on. To calculate the packet delay, the QoS monitoring mechanism for URLLC can be re-used. The UPF supports the capability to calculate the packet rate based on description in clause 5.8.2.11.4 in TS 23.501 [2].

Solution #49: Network Information Provisioning to EAS with low latency based on User Plane
In this solution, the network information is sent via user plane in the core network to the Local PSA and then further sent to the AF via a Local NEF.
The solution supports only providing information about UE defined in Rel-16 as part of QoS monitoring
A Local NEF is deployed in the Edge. The Local NEF can be co-located with the Local PSA or standalone, or as part of Edge Hosting Environment. The interface between local PSA and local NEF (i.e. Nx interface) could reuse N4 protocol.

Solution#56: Edge NEF based Network Information Provisioning
Edge NEF is an effective way to solve the issue of efficient network information provisioning to local applications in the edge environment. It can be deployed at the edge for reducing the latency of network information provisioning. However, the relationship between central NEF and edge NEF is not clearly described. Serveral issues illustrated below has to be addressed:
-	How to insert/remove edge NEF with the support of the central NEF?
-	How to notify the existance of edge NEF to the NF within the 5GC?
-	How to authorize the edge NEF to obtain the network information for certain AF with the support of the central NEF?
In order to shorten the path between NF(e.g. SMF) which can provide the network information and the AF, the edge NEF can be deployed either within the Operator domain but near the edge (e.g. near or within the UPF) or within the domain of ECSP. No matter where the edge NEF locates, the Operator has the full control over the edge NEF. The insertion of edge NEF should be awared by the NF within the 5GC so that the NF can send the network information directly to the edge NEF. Since the edge server belonging to different ECSP may be deployed within a same edge area. The edge NEF need to know which edge server needs to be provisioned. In addition, different edge server may require service from edge NEF regarding different type of network information. The differentiation of network information provisioning also needs to be implemented.
In order to solve the aforementioned issue, this contribution proposes a solution for the management of edge NEF.

Evaluation
In the Key Issue the latency and congestion are mentioned as the Network Information needed in the EAS.
In solution #41 ECN (Explicit Congestion Control), option 1) below, is used to generate the QoS information containing information about congestion in any node between the RAN and the EAS. Only congestion is indicated. This solution uses the ECN bit is added to the IP Header and the ECN functionality in the IP nodes to detect congestion between the UE and the AF.
Solution #47 use in band NIP (Network Information Provisioning), sending the network information available in the UPF, option 2) in the Option Field in the IP Header sent to the AF
Some solutions are using the CAPIF to expose the Network information to the EAS. Solutions #46 and 49 use a local/edge NEF close to the UPF to expose the information available in the UPF and solution #43 use CAPIF Service API located in the UPF to expose the information available. 
Solution 48 sends the QoS information from the UPF to the Edge server as unstructured data over the N6 interface.
In solutions 45 notification control (23.501, 5.7.2.4), option 3) is used to generate the QoS information in the SMF. The SMF sends the information to the UE which forwards the information to the EAS via application layer.
In solutions 42, 44 and 56 use by SA WG5 MnS framework, option 4).
The QoS information available in the UPF as defined in the solutions #43, 46, 47, 48 and 49, is the latency and congestion corresponding to option 2) and 1) above.
There are 4 general question to be solved in this KI#3 which are handled below:
Which information that have already existed in Rel-16 needs to be exposed with low latency to the edge computing functions by the 5GS?
The constrain that only Rel-16 QoS information is to be used limit the options and parameters to be exposed. Below are various options:
1) Congestion indication to AF (RAN -> AF) ECN (Explicit Congestion Notification) as specified in RFC 3168 Section 5. Only congestion can be measured.
2) Latency parameters to the UPF (RAN ->UPF) as specified in in TS 23.501, clause 5.33.3. Only latency can be measured.
3) QoS notification control info to the SMF (RAN ->SMF) as specified in TS 23.501, clause 5.7.2.4
4) SA WG5 MnS framework as specified by SA5.
The KI#3 focus on congestion and latency information and those parameters can be gathered by (1) and (2). The Congestion information is also available in the UPF as the UPF may extract that from the IP packet.

How does the 5GC determine whether a network information need to be exposed with low latency?
In the solutions using local/edge NEFs (#44, 46 and49) or using the CAPIF solution with a Service API defined in the UPF (#43), the defined API can be reserved for low latency Network Information reporting. When an AF invokes this API then the network can determine that the information shall be exposed.
The low latency network information when exposed shall require specific authorization to use this exposure API. It should be understood that the CAPIF framework can be used to authorize the AF to use this exposure API for low latency notifications only.
[bookmark: _Hlk52509151]In solution #41 the trigger to include congestion information as based on the end point indicates ECT.
In solutions #45, 47 and 48 it is not clear what triggers the exposure of information .
For both solution #41 and 47 the information is delivered in the IP header on the same interface, N6, as the data transmitted between UE and the Edge Server. 
Solution #48 sends also the Network information over the N6 interface, here as unstructured data, same interface as the user data.
Solution #45 sends the information from the CN to the UE which then forwards the information via application layer to the EAS. 
How to expose the network information to the application functions deployed in the edge with low latency?
[bookmark: _Hlk52509180]In 3GPP the common way to expose network information to a third-party AF have been to either use the CAPIF or SEAL as defined by SA6. The NEF has implemented the CAPIF framework in one node. It should be understood that the CAPIF framework can be used to authorize the AF to use this exposure API for low latency notifications.
It is possible as well , depending on operator deployment, to allow certain trusted AFs to interact directly with the Network Functions.
Solutions #42, 43, 44, 45, 46 ,49 and 56 proposes to reuse the existing CAPIF/NEF solutions .
Solution #41 and 47 propose expose network information in the IP packets sent to the AF
Solution #48 sends the Network information as unstructured data over the N6 interface.
Solution #45 propose to provide information via the UE, which forwards it over the application layer.
It is not described in the solutions not using CAPIF how the AF is authorized to get access to this information. 
Whether and how to maintain the exposure when the UE moves out of the coverage of NF(s) supporting the exposure?
As the UE moves to different location the Edge Application may need to be hosted by a new Edge Application Server, a new PSA UPF, and possible a new SMF. During this mobility related Context also needs to move to the new location. This is not described in detail in these solutions. Certain parts of this is related to other KIs while other parts will need further detailing.
Summary of the Evaluation
As a summary of the evaluation CAPIF/NEF solutions supports all NW configurations and has a well-defined framework for AF to invoke and get authorize a low latency API for exposure of RAN information. With the CAPIF API provider function/NEF placed close to the UPF, the Network information can be provided with low latency.
The KI is focusing on congestion information and latency information and this information can be made available in the UPF. 
The Latency information is available according 23.501, section 5.33.3. The congestion can be made available by using the ECN bit in the IP header. 

Proposal
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Editor's note:	This clause will provide a general evaluation of the solutions.
[bookmark: _GoBack]7.x 	Interim evaluation of KI#3
7.x.1	Analysis
There are 4 general question to be solved in this KI#3 which are handled below:
Which information that have already existed in Rel-16 needs to be exposed with low latency to the edge computing functions by the 5GS?
The constrain that only Rel-16 QoS information is to be used limit the options and parameters to be exposed. Below are various options:
· Congestion indication to AF (RAN -> AF) ECN (Explicit Congestion Notification) as specified in RFC 3168 Section 5. Only congestion can be measured.
· Latency parameters to the UPF (RAN ->UPF) as specified in in TS 23.501, clause 5.33.3. 
· QoS notification control info to the SMF (RAN ->SMF) as specified in TS 23.501, clause 5.7.2.4
· SA WG5 MnS framework as specified by SA5.
The KI#3 focus on congestion and latency information and those parameters can be gathered by first and second option above. The Congestion information is also available in the UPF as the UPF may extract that from the IP packet.
Solution#41 uses the first option above, solution#43, 46, 47, 48 and 49 use the second option above, solution #45 use the third option above and solutions #42, 44 and 56 use the fourth option above. 
How does the 5GC determine whether a network information need to be exposed with low latency?
In the solutions using local/edge NEFs (#44, 46 and 49) or using the CAPIF solution with a Service API defined in the UPF (#43), a defined API can be reserved for low latency Network Information exposure. When an AF invokes this API then the network can determine that the information shall be exposed.
The low latency network information when exposed shall require specific authorization to use this exposure API. It should be understood that the CAPIF framework can be used to authorize the AF to use this exposure API for low latency notifications. 
In solutions #41 the trigger to include congestion information as based on that the end-point indicates ECT in the IP packet. 
In solutions #45, and 47 it is not clear what will trigger the exposure of the information.
For both solution #41 and 47 the information is delivered in the IP header on the same interface, N6, as the data transmitted between UE and the Edge Server. 
Solution #48 also sends the Network information over the N6 interface, here as unstructured data, same interface as the user data.
Solution #45 sends the information from the CN to the UE which then forwards the information via application layer to the EAS.
For solutions not using CAPIF/NEF it is not clear how an AF gets authorized to get access to congestion and latency information from the RAN.
How to expose the network information to the application functions deployed in the edge with low latency?
In 3GPP the common way to expose network information to a third-party AF has been to either use the CAPIF or SEAL as defined by SA6. The NEF has implemented the CAPIF framework in one NF. It should be understood that the CAPIF framework can be used to authorize the AF to use this exposure API for low latency notifications.
It is possible as well, depending on operator deployment, to allow certain trusted AFs to interact directly with the Network Functions.
Solutions #42, 43, 44, 45, 46 ,49 and 56 proposes to reuse the existing CAPIF/NEF solutions.
Solution 41 and 47 propose expose network information in the IP packets sent to the AF
Solution #48 sends the Network information as unstructured data over the N6 interface.
Solution 45 provides information via the UE, which forwards it over the application layer.
It is not described in the solutions not using CAPIF how the AF is authorized to get access to the Network information. 
Whether and how to maintain the exposure when the UE moves out of the coverage of NF(s) supporting the exposure?
As the UE moves to different location the Edge Application may need to be hosted by a new Edge Application Server, a new PSA UPF, and possible a new SMF. During this mobility, related Context also needs to move to the new location. This is not described in detail in these solutions. Certain parts of this is related to other KIs while other parts will need further detailing.
Summary of the Evaluation
As a summary of the evaluation CAPIF/NEF solutions supports all NW configurations and has a well-defined framework for AF to invoke, get authorize and use a low latency API for exposure of RAN information. With the CAPIF Service API provider function/NEF placed close to the UPF, the Network information can be provided with low latency.
The Key Issue is focusing on exposure of congestion information and latency information and this information can be made available in the UPF, without routing the information via other NFs. 
The Latency information is available according 23.501, section 5.33.3. The congestion can be made available by using the ECN marker in the IP header. 

* * * Next change * * * 
9.x 	Interim conclusion for Key Issue #3
As the basic principles for the selection of solutions it is concluded that 
· The existing Exposure Framework provided by CAPIF is well known and provides all the tools for the network to expose an API. The CAPIF framework can either be implemented as whole in a local NEF close to the UPF or only the functionality needed for Service API exposure i.e. the Service API provider Function near the UPF and using the central NEF for e.g. authentication.
Editor’s note: The interface between the UPF and NEF is FFS e.g. either an SBI interface or the N4 interface should be considered.
· The latency information is available in the UPF as defined in TS 23.501 clause 5.33.3.
· The congestion information can be made available in the UPF using the ECN solution, as proposed in solution 41.
Editor’s note: It is FFS if RAN ECN is allowed to be used with end-point outside the operator trusted domain.
Editor’s note: It is FFS whether the UPF should extract the congestion information from the IP packet and provide this to the NEF to be used in the same exposure API as the latency information.

* * * End of changes * * * 
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