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[bookmark: _Toc462478989]Abstract of the contribution: This contribution proposes way forward of low latency QoS monitoring in KI#3.
1	Introduction
This contribution draws a way forward and evaluation to realization of low latency QoS monitoring in KI#3.
2	Summary of original QoS monitoring procedure
In Figure 2-1, an overall architecture of QoS monitoring and procedure in 5GS is shown. 
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Figure 2-1: Architecture of QoS Monitoring in 5GS
Firstly, AF has a requirement of QoS monitoring of 5GS and sends request to PCF to generate PCC, including authentication. PCF generates the QoS Monitoring policy for the corresponding service data flow, and provides the policy in the PCC rules to the SMF in this step. PCF triggers SM Policy Association/modification to SMF. 
And then, the SMF indicates the request for QoS Monitoring for the QoS Flow according to the information received from the PCF. The QoS monitoring is divided into two parts: RAN and UPF. 
RAN: For SMF requested modification, the SMF invokes Namf_Communication_N1N2MessageTransfer which includes QoS Monitoring indication, QoS Monitoring reporting frequency. In the case of receiving the QoS Monitoring indication, the RAN enables the packet delay measurement of Uu interface for the QoS Flow and the QoS Monitoring reporting frequency is used by RAN to determine the packet delay measurement frequency of Uu interface. 
UPF: If the QoS Monitoring for URLLC is enabled for the QoS Flow, the SMF provides the N4 rules containing the QoS Monitoring policy to the UPF via the N4 Session Modification Request message. SMF triggers N4 session level reporting procedure to UPF. This procedure is used by the UPF to report events related to an N4 session for an individual PDU Session. The triggers for event reporting were configured on the UPF during N4 Session Establishment/Modification procedures by the SMF.
The UPF detects that an event has to be reported. The reporting triggers include the following cases: the UL, DL or round-trip packet delay measurement report. When the QoS Monitoring for URLLC is enabled for the QoS Flow, the UPF calculates the UL, DL or round-trip packet delay of the QoS Flow. If the redundant transmission on N3/N9 interfaces is activated, the UPF performs packet delay monitoring for both UP paths and reports the packet delay of the two UP paths respectively. 
When the reporting trigger(s) is satisfied, e.g. the measured packet delay value exceeds the reporting threshold, or the reporting period expires, or the PDU Session is released, the UPF reports the calculated packet delay value(s) to the SMF. 
After generating the report by UPF, the report will be uploaded to SMF. SMF is responsible for distributing the QoS monitoring report. When receiving the measurement reports from the UPF, the SMF sends the reports to the target, i.e. either to the PCF or to the AF (may be via NEF), according to the information for QoS Monitoring for URLLC received in the PCC rules. If the PCF received the report, the PCF sends the reports to the AF, based on the procedure as SM Policy Association Modification. 
The final consumer of QoS monitoring report is AF and the report can be sent by SMF or PCF (SMF sends to PCF first and PCF sends to AF). 
3	Potential realization of low latency QoS monitoring
Option 1: Deploy NEF in the local sites and UPF/PSA directly provides QoS monitoring report to AF via L-NEF
· Option 1a: Define reference point between UPF and L-NEF (maps to solution 49)
· Option 1b: Define service-based interface between UPF and L-NEF (map to solution 46)
· Option 1c: Reuse unstructured data transmission between UPF and AF (map to solution 48)
In edge computing circumstance, service is provided in the local area. So, there are two network elements are localized in area or local sites: UPF and AF/EAS. Although QoS monitoring report generates in local PSA/UPF, the distributed element is SMF located in central sites. The report should be uploaded by UPF to SMF and then distributes the report to AF via NEF in local sites. This causes traffic to detour.
A direct thought is that UPF can distributes the report directly to AF, because the UPF/L-PSA is co-located with AF/EAS. This can shorten the path of traffic. But, the one thing is this can only be applied to the AF belongs to operators. For 3rd party AF/EAS, the traffic should pass via the NEF first, and then distributed to AF/EAS. To deal with this scenario for 3rd party EAS, L-NEF is introduced to deploy in local sites near the UPF/PSA. Another issue is there is no existing interface between NEF and UPF. UPF only supports reference points. NEF is a service-based network element can both support reference points and service-based interface. So, either of the definition of interface is feasible. 
· Option 1d: Define service-based or reference point between UPF/PSA and L-NWDAF. L-NWDAF can also provide data collection, service experience observed and analytics function to consumer (map to S2-2007247)
Still based on Plan 1, another network element: NWDAF, can be involved for QoS related information collection and provision. The NWDAF (Network Data Analytics Function) is part of the architecture specified in TS 23.501 and uses the mechanisms and interfaces specified for 5GC in TS 23.501 and OAM services. NWDAF interacts with different entities for different purposes. For example, data collection based on subscription to events provided by AMF, SMF, PCF, UDM, AF (directly or via NEF), and OAM. A single instance or multiple instances of NWDAF may be deployed in a PLMN. If multiple NWDAF instances are deployed, the architecture supports deploying the NWDAF as a central NF, as a collection of distributed NFs, or as a combination of both. Also, it has defined the service-based interface between NWDAF and AF, NEF and etc. 
In view of the possibility of localized NWDAF and function of data collection, observed and analytics, Local NWDAF can be introduced for QoS monitoring and interact with UPF. NWDAF supports collection QoS flow level Network Data from 5GC NF related to the QoS profile assigned for a particular service (identified by an Application Id or IP filter information). From UPF, the QoS flow bit rate, QoS flow packet delay, packet transmission and packet retransmission are supported.
Option 2: UPFs reuse CAPIF-2e interface to provide QoS monitoring to AF/EAS (map to solution 43)
Common API Framework, a framework comprising common API aspects that are required to support service APIs defined in 23.288. The CAPIF core function which is configured as the serving CAPIF core function for interconnection. The UPF which generates QoS monitoring report can be seen as service API provider and expose service to API invoker (AF/EAS). NEF still plays the role of CAPIF core function. The overall architecture reuses the CAPIF architecture and the interface of CAPIF-2e should be localized between UPF and AF/EAS. UPF supports the features required to be a Service API provider according to the CAPIF framework and NEF support CAPIF-3 and CAPIF-4 towards PSA UPF. 
Option 3: TCP/IP layer mechanism (map to solution 41 and solution 47)
Link congestion or other useful information/indication can be inserted to TCP or IP packet based on existing frame format. This change is out of scope of SA2 and brings influence to both UE and network sides. UE has no guarantee and responsibility to aware of the congestion situation of network. Also, the redefining of frame size and function will bring influence in UE, network side and server.
Option 4: SMF provides QoS monitoring report uploaded by UPF to AF/EAS via L-NEF (map to solution 56)
If SMF provides QoS monitoring report uploaded by UPF to AF/EAS via L-NEF, there still has the round-trip delay. This can be seen as a coordination between edge and central. But the aim of a quick report of QoS can’t be done to some content. 
4	Proposal
************* Start Changes *************
7	Overall Evaluation
[bookmark: _Hlk51852185]7.x	Evaluation of QoS monitoring report provision for Key Issue #3
Option 1: Deploy NEF in the local sites and UPF/PSA directly provides QoS monitoring report to AF via L-NEF
· Option 1a: Define reference point between UPF and L-NEF (maps to solution 49)
· Option 1b: Define service-based interface between UPF and L-NEF (map to solution 46)
· Option 1c: Reuse unstructured data transmission between UPF and AF (map to solution 48)
In edge computing circumstance, service is provided in the local area. So, there are two network elements are localized in area or local sites: UPF and AF/EAS. Although QoS monitoring report generates in local PSA/UPF, the distributed element is SMF located in central sites. The report should be uploaded by UPF to SMF and then distributes the report to AF via NEF in local sites. This causes traffic to detour.
A direct thought is that UPF can distributes the report directly to AF, because the UPF/L-PSA is co-located with AF/EAS. This can shorten the path of traffic. But, the one thing is this can only be applied to the AF belongs to operators. For 3rd party AF/EAS, the traffic should pass via the NEF first, and then distributed to AF/EAS. To deal with this scenario for 3rd party EAS, L-NEF is introduced to deploy in local sites near the UPF/PSA. Another issue is there is no existing interface between NEF and UPF. UPF only supports reference points. NEF is a service-based network element can both support reference points and service-based interface. So, either of the definition of interface is feasible. 
· Option 1d: Define service-based or reference point between UPF/PSA and L-NWDAF. L-NWDAF can also provide data collection, service experience observed and analytics function to consumer (map to S2-2007247)
Still based on Plan 1, another network element: NWDAF, can be involved for QoS related information collection and provision. The NWDAF (Network Data Analytics Function) is part of the architecture specified in TS 23.501 and uses the mechanisms and interfaces specified for 5GC in TS 23.501 and OAM services. NWDAF interacts with different entities for different purposes. For example, data collection based on subscription to events provided by AMF, SMF, PCF, UDM, AF (directly or via NEF), and OAM. A single instance or multiple instances of NWDAF may be deployed in a PLMN. If multiple NWDAF instances are deployed, the architecture supports deploying the NWDAF as a central NF, as a collection of distributed NFs, or as a combination of both. Also, it has defined the service-based interface between NWDAF and AF, NEF and etc. 
In view of the possibility of localized NWDAF and function of data collection, observed and analytics, Local NWDAF can be introduced for QoS monitoring and interact with UPF. NWDAF supports collection QoS flow level Network Data from 5GC NF related to the QoS profile assigned for a particular service (identified by an Application Id or IP filter information). From UPF, the QoS flow bit rate, QoS flow packet delay, packet transmission and packet retransmission are supported.
Option 2: UPFs reuse CAPIF-2e interface to provide QoS monitoring to AF/EAS (map to solution 43)
Common API Framework, a framework comprising common API aspects that are required to support service APIs defined in 23.288. The CAPIF core function which is configured as the serving CAPIF core function for interconnection. The UPF which generates QoS monitoring report can be seen as service API provider and expose service to API invoker (AF/EAS). NEF still plays the role of CAPIF core function. The overall architecture reuses the CAPIF architecture and the interface of CAPIF-2e should be localized between UPF and AF/EAS. UPF supports the features required to be a Service API provider according to the CAPIF framework and NEF support CAPIF-3 and CAPIF-4 towards PSA UPF. 
Option 3: TCP/IP layer mechanism (map to solution 41 and solution 47)
Link congestion or other useful information/indication can be inserted to TCP or IP packet based on existing frame format. This change is out of scope of SA2 and brings influence to both UE and network sides. UE has no guarantee and responsibility to aware of the congestion situation of network. Also, the redefining of frame size and function will bring influence in UE, network side and server.
Option 4: SMF provides QoS monitoring report uploaded by UPF to AF/EAS via L-NEF (map to solution 56)
If SMF provides QoS monitoring report uploaded by UPF to AF/EAS via L-NEF, there still has the round-trip delay. This can be seen as a coordination between edge and central. But the aim of a quick report of QoS can’t be done to some content. 
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9.x	Conclusions regarding QoS monitoring solutions for Key Issue #3 
Solution #43, #46, #48, #49 are recommended into the normative phase.
Solution #Y, “Network Information Provisioning to EAS with low latency based on L-NWDAF” is recommended into the normative phase.
Solution #41, #47, #56 are not recommended into the normative phase.
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