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Abstract: This contribution proposes some principles and classification for evaluation.
1 Discussion
In the [SA2 FS_eNA_ph2] Pre SA2#141E Conference call a few contributions on grouping of solutions with regards to Key Issue #2: Multiple NWDAF instances were discussed.

What we need to work with is classification. This contribution discusses around such classification, adding to the presented papers in the CC mentioned above. Also adding some principles.
This solution only deals with some features which are believed to be dividing the solutions between some major directions not easily combined to one option in normative phase.  

Principles for Key Issue#2

1) A solution shall be backwards compatible with Rel-16
2) A single solution/option in normative phase is preferred

a. Hierarchical* and flat architecture shall as far as possible be seen as deployment variants

* In Rel-16 it is defined that an NWDAF may serve a Slice (which may then cover entire PLMN), and other NWDAFs serve part of the network. If a request for Analytics comes in to an NWDAF on slice level it may very well, make use of services in an NWDAF only serving part of the network. This is not defined as requiring a hierarchical architecture (even though the NWDAFs serves different levels in the network), but rather co-operation in a mixed deployment. 
Classification based on:

1) Hierarchical vs flat architecture 
If the architectures cannot be seen as deployment alternatives not resulting in one option, we need to classify them.
Some examples are mentioned below:
a. Re-use of existing mechanisms vs making use of new mechanisms
Existing mechanisms can be e.g. finding NFs via NRF and finding NFs supporting specific UEs via UDM
New mechanisms can be having higher level NWDAFs taking on the role of finding the same mentioned above

b. Letting all data pass a data collecting NF vs having a messaging framework performing data transport
In a hierarchical architecture all data is sent through the different levels of NWDAFs
In a flat architecture without messaging framework this may be done in a new data collection NF

c. Data collection from NWDAF vs data collection (EE) from other NFs
Data collection from NWDAF is required in a hierarchical architecture
Data collection from NWDAF is not required** in a flat architecture, especially if making use of messaging framework
** There are solutions describing data forwarding when change of distributed NWDAF is performed. Many Analytics IDs are in fact very similar in the input as in the output. So is the RAW data important? 
2) Predefined/static vs dynamic architecture?
An example is mentioned below:

a. Having a fixed non-overlapping serving areas for NWDAFs vs allowing overlapping serving areas
The first may use NRF as only way to find NWDAF or a static hierarchical solution
The second needs a registry per UE such as UDM or a hierarchical solution allowing dynamic allocation of NWDAFs per UE (if possible)
3) External Data and Analytics storage vs NWDAF internal storage
In a hierarchical solution the storage is done inside the different levels of NWDAFs
In a flat architecture the data may both be stored in distributed NWDAF for short to medium term use, or in central repository for long term storage

 Before final evaluation of Key Issue#2 the principles and classifications above need to be agreed upon.
2 Text Proposal

It is proposed the following changes to TR 23.700-91.
* * * * Changes * * * *

7
Overall Evaluation

Editor's note:
This clause will provide evaluation of different solutions.
7.2
Key Issue #2: Multiple NWDAF instances
Interim Evaluation

Below only some features are dealt with, which are believed to be dividing the solutions between some major directions not easily combined to one option in normative phase. Also, some principles are described.  

Principles for Key Issue#2

1. A solution shall be backwards compatible with Rel-16.
2. A single solution/option in normative phase is preferred.
a. Hierarchical* and flat architecture shall as far as possible be seen as deployment variants.
* In Rel-16 it is defined that an NWDAF may serve a Slice (which may then cover entire PLMN), and other NWDAFs serve part of the network. If a request for Analytics comes in to an NWDAF on slice level it may very well, make use of services in an NWDAF only serving part of the network. This is not defined as requiring a hierarchical architecture (even though the NWDAFs serves different levels in the network), but rather co-operation in a mixed deployment. 

Classification based on:

1) Hierarchical vs flat architecture 
If the architectures cannot be seen as deployment alternatives not resulting in one option, we need to classify them.
Some examples are mentioned below:

a. Re-use of existing mechanisms vs making use of new mechanisms;
-Existing mechanisms can be e.g. finding NFs via NRF and finding NFs supporting specific UEs via UDM;
-New mechanisms can be having higher level NWDAFs taking on the role of finding the same mentioned above;
b. Letting all data pass a data collecting NF vs having a messaging framework performing data transport;
-In a hierarchical architecture all data is sent through the different levels of NWDAFs;
-In a flat architecture without messaging framework this may be done in a new data collection NF;
c. Data collection from NWDAF vs data collection (EE) from other NFs;
-Data collection from NWDAF is required in a hierarchical architecture;
-Data collection from NWDAF is not required** in a flat architecture, especially if making use of messaging framework;
** There are solutions describing data forwarding when change of distributed NWDAF is performed. Many Analytics IDs are in fact very similar in the input as in the output. So, is the RAW data important? 
2) Predefined/static vs dynamic architecture?
An example is mentioned below:

a. Having a fixed non-overlapping serving areas for NWDAFs vs allowing overlapping serving areas;
The first may use NRF as only way to find NWDAF or a static hierarchical solution;
The second needs a registry per UE such as UDM or a hierarchical solution allowing dynamic allocation of NWDAFs per UE (if possible);
3) External Data and Analytics storage vs NWDAF internal storage;
In a hierarchical solution the storage is done inside the different levels of NWDAFs;
In a flat architecture the data may both be stored in distributed NWDAF for short to medium term use, or in central repository for long term storage.



 Before final evaluation of Key Issue#2, the principles and classifications above need to be agreed upon.
* * * * End changes * * * *
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