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Abstract: This discussion paper aims at clarifying handling of network slicing in the context of 5G MOCN shared RAN pointing to the same 5GC.
1. Introduction
In SA2#139e and SA2#140e, contributions were brought in the context of Vertical_LAN to push the use of NID as part of network function and network slice selection within a Home PLMN.
As part of the discussion, it has been clarified that network slice selection within a network is not dependent on the PLMN ID (or PLMN ID + NID) used by the UE to access the network. PLMN ID is only necessary for slice selection in the context of roaming subscribers, in order to identify the namespace of S-NSSAIs. Indeed, S-NSSAIs are exchanged and used within a 5GC without being qualified with PLMN ID (or PLMN ID+NID) which would be needed to identify different namespaces.
This discussion paper tries to clarify the consequences and highlight what is possible and not possible with the current design.
2. Discussion
2.1	Background
The companion CR S2-200xxxx proposes to add the following note (which describes the current design):
NOTE:	Different PLMNs/SNPNs supported by the same 5GC cannot use the same S-NSSAI to point to distinct network slices.
This means that all S-NSSAI values within a 5GC are shared by all PLMNs and SNPNs that use the same 5GC.
If we consider a 5G MOCN scenario where a 5GC is used for PLMN1, PLMN2, SNPN3, SNPN4, PNI-NPN5, PNI-NPN6, what are the consequences ?
2.2	Current design
First, PNI-NPNs are actually deployed as network slices (or specific DNNs of one or several network slices) within a PLMN. They thus need definitely to share the same network slice namespace as the hosting PLMN (here either PLMN1 or PLMN2). We will thus not consider them further in this discussion paper, and only consider PLMNs and SNPNs. In the following, we will be using "PLMN" to mean "PLMN or SNPN", as the issue is the same regardless of the identification used to access the 5GC.
S-NSSAI values are defined as SST (8 bits), or SST (8 bits) + SD (24 bits). This means that a single namespace for S-NSSAI can allow 256 + 4.294.967.296 = 4.294.967.552 (over 4 billion) values. While so many values are unlikely to be used, this allows the 5GC to partition the namespace meaningfully for the needs of the operator.
Some values within this namespace are more equal than others, e.g. the S-NSSAIs without SD field. Therefore, it could seem interesting to allow PLMNs within a 5GC to be able to use them at their discretion to point to their own network slice. However, this is not possible. Two PLMNs within a network using the same S-NSSAI will point to the same network slice, sharing the same characteristics. If they want to point to a specific network slice for their exclusive use within the same 5GC, then they need to coordinate the use of S-NSSAIs with the hosting operator.
2.3	Some possible deployments with the current design
That said, this is the only restriction. This does not limit in any way the deployments on other aspects. More specifically, the following is still possible (as well as combinations of the following):
-	Two PLMN using 5G MOCN to share the RAN can point to two separate 5GCs hosted on the same virtualisation environment. The two PLMNs are sharing the "physical resources", but can be managed completely independently (by the same or separate operators). This might be the more suitable scenario in case the hosted operators require full independence at the 5G System level.
-	Two PLMN can share the same 5GC and use the same network slices (S-NSSAIs) regardless of the PLMN identifier used to access the network. This allows them to pool resources and configuration, e.g. for common services. This might be useful in case of merge of networks, with historically different PLMN identifiers, but where it is wanted to fully share the daily operation of the network.
-	Two PLMN can share the same 5GC and use some common network slices (S-NSSAIs), e.g. when they want common services to be pooled between some of the PLMNs hosted on the same 5GC.
-	Two PLMN can share the same 5GC and use some common network slices, but use separate network slice instances by using different AMF (Set)s. This can be achieved if e.g. the subscription information (Subscribed S-NSSAIs) allows the NSSF to distinguish between users. For example, UE1 of PLMN1 is subscribed to S-NSSAI S1 and S2. UE2 of PLMN2 is subscribed to S1 and S3. Even if both requesting only S1, the NSSF can be configured (since Rel-15) to allocate UE1 to AMF1 that supports {S1, S2}, and UE2 to AMF2 that supports {S1, S3}, thereby using separate network slice instances for the same S-NSSAI value.
-	Two PLMN can share the same 5GC, use some common network slices, and use separate network slice instances while still sharing the same AMF (Set). Like the previous scenario, the NSSF can distinguish between UE1 and UE2 by using different network slice subscription. If wanted by configuration, it can allocate both UEs to the same AMF Set, but provide (since Rel-15) the AMF with different network slice instances to be used for the same S-NSSAI (NSI ID parameter).
-	Two PLMN can share the same 5GC, use different network slices, yet share the same network slice instances and/or AMFs. As a variant of the above scenarios, PLMNs using the same 5GC can decide to use the same resources (network slice instances) identified by different S-NSSAIs, as a network slice instance can support multiple S-NSSAIs (since Rel-15).
-	Two PLMN can share the same 5GC, use some common network slices (as part of the UE subscription), and still identify them as different network slices during the daily operation, by the use of mapping of S-NSSAIs in non-roaming scenarios (available since Rel-15). Configured NSSAI and URSP would be provided with the same S-NSSAI to UE1 and UE2, however, the NSSF would return a different S-NSSAI to be used in the Allowed NSSAI information and putting the requested S-NSSAI values in the Mapping of Allowed NSSAI.
Note that the above considerations are only for non-roaming scenarios. Roaming scenarios already use separate namespaces (with the use of "Mapping of NSSAI" parameters separating the Serving PLMN and Home PLMN namespaces), and are thus not affected by this consideration.
Therefore, the only restriction is that two PLMNs sharing the same 5GC cannot use the same few values among over 4 billion choices. There are no other deployment restrictions.
2.4	Impact to specifications
The current design requires no change to the specification. The companion CR S2-2007084 proposes to introduce a note to make it explicit, whereas the existing text must have been unclear as there has been confusion in the past.
We could also clarify as part of the network slice selection description, as we have proposed in the past, that the use of the "HPLMN of the SUPI" is only relevant for the roaming scenarios (for the purpose of identifying the namespace of the S-NSSAIs), and not to identify the different PLMN IDs of a HPLMN (non-roaming) subscriber. This has not been proposed in the companion CR, but could be added in a revision if wanted by SA2.
The next question is: should we change the current design in a future release ? i.e. introduce multiple S-NSSAI namespaces within the same 5GC, based on the PLMN ID used to access.
This would have the following consequences:
-	This would allow two PLMNs using the same 5GC to use the same S-NSSAI values (despite having over 4 billion values to choose from) to point to distinct network slices.
-	Most (if not all) signalling within the 5GC (and possibly towards the UE/RAN) would have to add the PLMN ID (and possibly NID) if not already there, whenever an S-NSSAI is transmitted or stored within the 5GS. Inter-release considerations would need to be considered.
-	This would prevent two PLMNs using the same 5GC to use the same S-NSSAI values to point to common network slices (see deployment scenarios in §2.3 above), or would require explicit configuration effort to do so for each S-NSSAI. This is especially an issue in merged PLMNs deployments.
We do not believe the benefit of the change is worth the cost of change, nor does it outweigh the loss of functionality incurred.
3. Conclusion and proposal(s)
Proposal 1: It is proposed to approve the companion CR S2-2007084 implementing the note, thereby making the current design more explicit, and prevent mis-implementation and mis-understanding of the 5GS specifications.
Proposal 2: It is proposed to consider whether also to add a clarification regarding the use of "HPLMN of the SUPI" being for the roaming cases only.
[bookmark: _GoBack]Proposal 3: It is proposed to agree not to change the current design in future releases (although of course, companies are always allowed to bring contributions to try and revert previous design choices).
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