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Abstract: This contribution proposes to evaluate the solutions for Key Issue 2 regarding Federated Learning aspect.

1. Discussion
Sol#24 in the TR 23.700-91 address the Federated Learning aspect of KI #2 in the multiple NWDAF instances deployment scenario. 
-
Solution #24: Federated Learning among Multiple NWDAF Instances

This contribution paper proposes to evaluate the solutions for the Federated Learning aspects of KI #2.

2. Text Proposal

It is proposed the following changes to TR 23.700-91 [2].
* * * * First change * * * *

7
Overall Evaluation
Editor's note:
This clause will provide evaluation of different solutions.
7.2
Key Issue #2: Multiple NWDAF instances
Solutions #24 proposes an NWDAF distributed in an area to share its machine learning (ML) model or ML model parameters with other NWDAFs via Federated Learning. It is difficult to centralize all the raw data that are distributed in different areas, such as data privacy and security, however, Federated Learning could handle these issues, in which there is no need for raw data transferring. The services of ML model provisioning or ML model update between the Server NWDAF and the Client NWDAF during the Federated Learning model training procedure can realize the ML model or ML model parameters sharing between multiple NWDAF instances in phase of FL initialization and FL iteration.
NOTE:
The definition for the services between the Server NWDAF and the Client NWDAF is up to the conclusion of the Key Issue #19. 

* * * * End of changes * * * *
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