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Abstract: This contribution provides evaluations and conclusion on the solutions of KI#3. 
1. Discussion
Key Issue #3 is for Network Information Provisioning to Local Applications with low latency. Currently, there are 9 solutions to solve this KI. Based on how the information is subscribed and provided, they could be categorized as Table 1-1:
1‑1 Candidate Solutions
	Solution
	OAM-based
	UPF-based
	User packet-based

	#41: Network Information Provisioning using the IP path
	 
	
	 x

	#42: Providing selected radio information to an App requiring it
	 x
	 
	

	#43: Low Latency exposure API by using the distributed CAPIF framework feature
	 
	 x
	

	#44: Network Information Exposure to Local AF with Low Latency
	x 
	 
	

	#45: Using AS or NAS message notify UE’s application layer
	 
	 
	x

	#46: Local NEF Deployment for network information exposure to Local AF with Low Latency
	 
	x 
	

	#47: User Plane based Network Information Provisioning
	 
	
	x 

	#48: QoS monitoring information exposure based on unstructured data transmission mechanism
	 
	 x
	

	#49: Network Information Provisioning to EAS with low latency based on User Plane
	 
	 x
	

	#56: Edge NEF based Network Information Provisioning
	x
	
	



Solution 41.
Solution 41 can only provide RAN congestion information via ECN bits. Whether and how to support ECN is up to RAN WG, and has no impacts on SA2 specifications. So no normative work is needed.
OAM based solutions (Solutions #42, #44 and #56).

Solution #42, #44 and #56 are OAM based solutions and use local NEF to revoke the SA5 defined services to obtain the information provided by management system. Usually the network management system is deployed in an centralized location and can only handle information in an non-real time manner compared with control/user plane solutions, hence in most deployments, OAM based solutions cannot expose information with latency lower than control/user plane solutions. Furthermore, SA5 defines their own exposure mechanisms, in which SA2 defined NFs (e.g. Local NEF) need not to be involved.
Solution #56 has another method that exposes the RAN info via Control Plane requiring an explicit local NEF insertion. It requires SMF is deployed locally, which is a limitation to deployment, and also causes frequent SMF/I-SMF changes.
Solution #42, #44 and #56 cannot expose information with low latency in the most deployments.

Solutions #45.
Solution #45 exposes the RAN info via Control Plane. It requires both AMF and SMF are deployed locally, which is a limitation to deployment, and also causes frequent AMF relocation or SMF/I-SMF changes. This solution can hardly apply to PDU sessions with remote UPF (e.g. Session breakout case) since a localized SMF is needed. Furthermore, application layer mechanism is needed to carry the information from UE to EAS.
Considering the above analysis, Solution #45 does not bring any additional benefit in terms of low latency exposure.

User plane-based solutions (Solutions #43, #46, #47, #48 and #49)
The other solutions (#43, #46, #47, #48,#49) expose the network information via user plane, which could achieve the “low latency”.
Solution #47 adds subscription info and network information in the options of TCP/IP header or ICMP packets, which current IETF specifications do not support. IP options is not wildly used in current network deployment. Many routers will drop those IP packets with option fields. Besides, ICMP protocol is not recommended between UE and UPF as described in TS 33.501, Annex P. 
Solution #46 and #49 reuse the current subscribing method but notification via UPF to the EAS. The UPF needs to support to communicate with EAS via a local NEF. 
Solution #43 reuses current CAPIF mechanism to expose the information, CAPIF API exposing function is integrated in the UPF. This solution can be considered as one deployment option of solution #46 and #49 by integrating local NEF (which acts as the CAPIF API exposing function) into UPF.
Solution #48 reuses current subscribing method but UPF exposes the information via unstructured packet to the EAS. 

Based on above discussion, The following principles abstracted from solutions #43, #46, #48(except for part of unstructured data), and #49 are recommended as the baseline for normative work:
1.  Local PSA UPF generated QoS monitoring results based on RAN reporting via GTP-U packets as defined in TS 23.501 clause 5.33.3.
2.  The AF subscribes low latency exposure of QoS monitoring results via Local NEF and PCF.
3.  Local PSA UPF exposes the QoS monitoring results to local AF via local NEF.
2. Text Proposal
It is proposed to capture the following changes to TR 23.748.
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Key Issue #3 is for Network Information Provisioning to Local Applications with low latency. Currently, there are 9 solutions to solve this KI. Based on how the information is subscribed and provided, they could be categorized as Table 7.x-1:
7.x‑1 Candidate Solutions
	Solution
	OAM-based
	UPF-based
	User packet-based

	#41: Network Information Provisioning using the IP path
	 
	
	 x

	#42: Providing selected radio information to an App requiring it
	 x
	 
	

	#43: Low Latency exposure API by using the distributed CAPIF framework feature
	 
	 x
	

	#44: Network Information Exposure to Local AF with Low Latency
	x 
	 
	

	#45: Using AS or NAS message notify UE’s application layer
	 
	 
	x

	#46: Local NEF Deployment for network information exposure to Local AF with Low Latency
	 
	x 
	

	#47: User Plane based Network Information Provisioning
	 
	
	x 

	#48: QoS monitoring information exposure based on unstructured data transmission mechanism
	 
	 x
	

	#49: Network Information Provisioning to EAS with low latency based on User Plane
	 
	 x
	

	#56: Edge NEF based Network Information Provisioning
	x
	
	



Solution 41.
Solution 41 can only provide RAN congestion information via ECN bits. Whether and how to support ECN is up to RAN WG, and has no impacts on SA2 specifications. So no normative work is needed.
OAM based solutions (Solutions #42, #44 and #56).

Solution #42, #44 and #56 are OAM based solutions and use local NEF to revoke the SA5 defined services to obtain the information provided by management system. Usually the network management system is deployed in an centralized location and can only handle information in an non-real time manner compared with control/user plane solutions, hence in most deployments, OAM based solutions cannot expose information with latency lower than control/user plane solutions. Furthermore, SA5 defines their own exposure mechanisms, in which SA2 defined NFs (e.g. Local NEF) need not to be involved.
Solution #56 has another method that exposes the RAN info via Control Plane requiring an explicit local NEF insertion. It requires SMF is deployed locally, which is a limitation to deployment, and also causes frequent SMF/I-SMF changes.
Solution #42, #44 and #56 cannot expose information with low latency in the most deployments.

Solutions #45.
Solution #45 exposes the RAN info via Control Plane. It requires both AMF and SMF are deployed locally, which is a limitation to deployment, and also causes frequent AMF relocation or SMF/I-SMF changes. This solution can hardly apply to PDU sessions with remote UPF (e.g. Session breakout case) since a localized SMF is needed. Furthermore, application layer mechanism is needed to carry the information from UE to EAS.
Considering the above analysis, Solution #45 does not bring any additional benefit in terms of low latency exposure.

User plane-based solutions (Solutions #43, #46, #47, #48 and #49)
The other solutions (#43, #46, #47, #48,#49) expose the network information via user plane, which could achieve the “low latency”.
Solution #47 adds subscription info and network information in the options of TCP/IP header or ICMP packets, which current IETF specifications do not support. IP options is not wildly used in current network deployment. Many routers will drop those IP packets with option fields. Besides, ICMP protocol is not recommended between UE and UPF as described in TS 33.501, Annex P. 
Solution #46 and #49 reuse the current subscribing method but notification via UPF to the EAS. The UPF needs to support to communicate with EAS via a local NEF. 
Solution #43 reuses current CAPIF mechanism to expose the information, CAPIF API exposing function is integrated in the UPF. This solution can be considered as one deployment option of solution #46 and #49 by integrating local NEF (which acts as the CAPIF API exposing function) into UPF.
Solution #48 reuses current subscribing method but UPF exposes the information via unstructured packet to the EAS. 
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The following principles abstracted from solutions #43, #46, #48 (except for part of unstructured data), and #49 are recommended as the baseline for normative work:
1.  Local PSA UPF generated QoS monitoring results based on RAN reporting via GTP-U packets as defined in TS 23.501 clause 5.33.3.
2.  The AF subscribes low latency exposure of QoS monitoring results via Local NEF and PCF.
3.  Local PSA UPF exposes the QoS monitoring results to local AF via local NEF.
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