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[bookmark: _GoBack]Abstract: This contribution proposes a potential way forward and categories for evaluation and conclusion of KI#2: Edge relocation.
1. Summary and categorization of the solutions for KI#2
[bookmark: OLE_LINK11]Currently there are 25 solutions for KI#2 captured in the TR 23.748. The solutions are on different aspects on supporting EAS relocaiton. For the sake of easier evaluation, it is proposed to categorize the solutions into three groups, see details in Table 1, Table 2 and Table 3:
· [bookmark: OLE_LINK13][bookmark: OLE_LINK14][bookmark: OLE_LINK12][bookmark: OLE_LINK26]Group 1: Solutions assume L4 connection is kept during EAS relocation. Such solutions assume the UE-EAS L4 connection can be kept during EAS relocation, i.e. both application layer contexts and L4 layer contexts are be reused on new EAS. So the main issues to be resolved are how to avoid packet loss (sol #27 when EAS IP address remains the same, #38) and how to realize N6 routing (sol #29, sol #30, #33).
· Group 2: Solutions assume L4 connection need to be re-established during EAS relocation. Such solutions assume the UE-EAS L4 connection cannot be kept during EAS relocation. 
[bookmark: OLE_LINK10][bookmark: OLE_LINK25]In Group 2, some of the solutions (sol #21,#23, #24, #25, #28, #31, #32, #34, #37, #51, #52, #53, #54) focus on how EAS can be re-discovered (e.g. by NAS or by new DNS query or by HTTPS redirect), then UE need to set up new L4 connection with new EAS. In these solution, it’s up to upper layer (e.g. HTTP, QUIC) to support the continuity of services.
While sol #39 uses PSA UPF as MPTCP proxy between UE and EAS, so the application need not be aware of L4 re-connection.
For Group 1 and 2 solutions, considering whether L4 connection should be re-established depends on the implementation of applications and EC environment, SA2 solutions should support both cases to ensure various kinds of EC environment and applications can be supported.
· [bookmark: OLE_LINK27]Group 3: Other solutions: These solutions focus on specific aspects that not comparable with other solutions.
Table 1: Categorization of the solutions in Group 1
	[bookmark: OLE_LINK16]Commonality
	Categories
	Solutions for Group 1
	Summary of solutions

	[bookmark: OLE_LINK15][bookmark: _Hlk50399222]Assuming  L4 connection is kept during EAS relocation
	[bookmark: OLE_LINK19]C1: On how to avoid packet loss
	[bookmark: OLE_LINK48]#27: Reducing packet loss during EAS relocation (when the EAS IP address remains the same)
	1. New PSA buffers the uplink data until the AF indicates the successful application relocation.
2. The UE uses the old EAS IP address to send the last packet notification to the old EAS. Then the old EAS starts to perform relocation.
3. When EAS IP address remains the same, it is not clear when the old EAS starts to perform relocation and when the new path is used.

	
	
	[bookmark: OLE_LINK45]#38: EAS change with reducing packet loss in uplink
	1. New local PSA buffers the uplink data until the AF indicates the successful application relocation.
2. Forwarding tunnel between old PSA and new local PSA to avoid packet loss in uplink.

	
	[bookmark: OLE_LINK20]C2: On N6 routing issue
	[bookmark: OLE_LINK29][bookmark: OLE_LINK43]#29: CN-based edge relocation
	AF indicates the SMF that the application server relocation is transparent to the UE.

	
	
	#30: UE Agnostic EAS IP address replacement for traffic subject to edge computing
	Local PSA enforces the EAS IP address replacement.

	
	
	[bookmark: OLE_LINK44]#33: IP preserving PSA relocation
	[bookmark: OLE_LINK62]SMF indicates the UE to preserve IP address and upper layer network context bound to the first PDU Session.
N6 routing is based on the tunnel between the EAS to the PSA or Proxy-ARP functionalities.



Table 2: Categorization of the solutions in Group 2
	Commonality
	[bookmark: OLE_LINK28]Categories
	Solutions for Group 2
	Summary of solutions

	[bookmark: OLE_LINK21]Assuming L4 connection is re-established during EAS relocation
	[bookmark: OLE_LINK22][bookmark: OLE_LINK23]C3: UE discovery new EAS IP, and re-establish the L4 connection to new EAS
	#25: Seamless Change of Edge for Stateful Applications
	A global anycast address and a local anycast address are used for EAS relocation.

	
	
	#27: Reducing packet loss during EAS relocation (when the EAS IP address is change)
	1. New PSA buffers the uplink data until the AF indicates the successful application relocation.
2. The UE uses the old EAS IP address to send the last packet notification to the old EAS. Then the old EAS starts to perform relocation.

	
	
	[bookmark: OLE_LINK37]#28: Supporting application server change based on AF notification
	New EAS IP address is provided by the AF and is sent to the UE via NAS PCO.

	
	
	#32: UE DNS cache flush
	SMF sends a DNS re-resolution indication to UE to tell UE to rediscover the EAS in the indicated area.

	
	
	[bookmark: OLE_LINK38]#37: AF-based EAS End-Point-Address update via External Parameter Provisioning
	AMF pushes the new EAS IP address to the UE via UE configuration update procedure or by triggering UE re-registration.

	
	
	#31: Application Relocation with UE assistance
	1. New EAS IP address is sent to the UE via NAS PCO or the SMF sends a NAS message to trigger for UE initiating DNS query.
2. UE buffers UL data until the AF sends a Resume indication to the UE via SMF.

	[bookmark: _Hlk52263014]
	
	#34: Local DN notification to the UE during UL CL operations
	1. SMF provides local DN notification including IP address range and local DNS server address to the UE. 
2. The UE supports to handle the local DN notification control (such as refresh/maintain DNS cache information related with the local DN or remove/maintain Layer 4 context related with local DN) if it received by the SMF.

	
	
	#54: EAS relocation for SSC mode 3 PDU Session
	1. EAS relocation for SSC mode 3 PDU Session is triggered by the 5GC and determined by the EAS.
2. The AF (or old EAS) redirects the UE to the target EAS based on application mechanism.
3. Service continuity is achieved based on TCP connection termination mechanism (i.e. four-way handshake).

	
	
	#51: Edge Relocation for all connectivity models
· #23: DNS for AS Discovery at Edge Relocation
· #24: Support of edge relocation, triggering of new DNS query by the UE
· #52: Service Continuity at EAS relocation with PSA coexistence in session break-out scenarios
· #53 (E//): Service Continuity at Edge Relocation with DNS triggered insertion of BP/ULCL and Edge PSA
	#23: When re-establishing a PDU Session, the
OS notifies the application clients of new IP 
connection to trigger a new DNS query request.

	
	
	· 
	#24: For UL CL, SMF triggers UE to re-discovery EAS by sending the ICMP packet via UPF.
For BP, UE gets new IPv6 prefix and new DNS configuration, and triggers a discovery of new EAS. 
For SSC mode 3, UE issues a new DNS request as it receives DNS configuration during the establishment of the new PDU session.

	
	
	· 
	#51: 
1. For SSC mode 2 or 3, when a new PDU Session is established, the OS notifies the application clients of new IP connection to trigger a new DNS query request (see Sol#23).
2. For UL CL, a new DNS query request is triggered by an application internal redirect (e.g. HTTPS redirect).
3. Use application layer procedures to instruct the application client when and how to switch to the new EAS.

	
	
	
	#52: AF provides a new keepExisting indication to indicate that in case of UP path changes to the specified DNAI(s) the existing UP path should also be temporarily kept.

	
	
	
	#53: 
1. The Domain configuration in LDNSR includes whether source PSA and target PSA need to coexist for some time to facilitate EAS relocation.
2. SMF provides the IP subnet that is representative of the N6 interface of the target PSA for the target DNAI to the AF. The AF uses it to discovery the target EAS based on DNS query.

	
	[bookmark: OLE_LINK24]C4: UPF proxied L4 connection, supporting seamless edge relocation by 3GPP layer
	[bookmark: OLE_LINK41]#39: EAS relocation coordinated with PSA change
	Two MPTCP subflows of one MPTCP session is established, one is between the UE and old local PSA, the other is between the UE and new local PSA.
No impact to UE applicaiton layer, no dependency on L4 context relocation.



Table 3: Summary of the solutions in Group 3
	C5: other Solutions
	Summary of solutions

	[bookmark: OLE_LINK30]#26: Persistent address allocation for mobile 
UEs that need MEC access
	[bookmark: OLE_LINK61]SMF allocates a persistent address for a UE.  

	[bookmark: OLE_LINK31]#35&#36: Edge relocation considering with user plane latency requirement 
	When SMF or AF makes relocation decision, considering the delay requirement for data path.

	[bookmark: OLE_LINK32][bookmark: OLE_LINK33]#40: Seamless change of Edge Application Sever for stateful applications by caching application status information in NEF
	NEF transfers the application status information from the old AF/EAS to the new AF/EAS. 

	[bookmark: OLE_LINK34]#55: Multiple AFs
	For multiple AF deployments, AF migration is triggered due to change in DNAI, EAS load balancing. SMF receives indication of AF migration via PCF and decides to reconfigure user plane e.g. PSA relocation.

	#12: PDU session triggered re-anchoring
	[bookmark: OLE_LINK52]It is more related to SMF/I-SMF selection during re-anchoring or other cases. So the solution is more related to KI#5. 


[bookmark: OLE_LINK51]
2. Proposals for way forwards 
Proposal 1: Solutions in Group 1 (C1, C2) and Group 2(C3,C4) should be evaluated per category for conclusion of each category.
Proposal 2: Each C5 solution in Group 3 should be evaluated and concluded individually.
Proposal 3: Solution #12 should be evaluated in KI#5. No further evaluation on Solution #21.
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