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[bookmark: _Hlk514274591]1		Discussion
This contribution updates Key Issue #3B solution #1 for Uplink Time Synchronization.
2		Proposal
The following change is proposed for TR 23.700-20.
Meger of S2-2004918, S2-2004999, S2-2005506, S2-2005627

[bookmark: _Hlk520730635]*** Start Change ***
[bookmark: _Toc26431230][bookmark: _Toc30694628][bookmark: _Toc43906650][bookmark: _Toc43906766][bookmark: _Toc44311892][bookmark: _Toc44312005]6.1	Solution #1: Uplink Time Synchronization for TSN
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The solution is proposed to solve Key Issue #1: the UL Time Synchronization. In this key issue, one or more TSN GM(s) are attached to the device side and are used to synchronize the TSN end stations behind the 5GS (i.e. NW-TTs) and behind the other UEs (i.e. DS-TTs). Based on clause 5.27.1 of TS 23.501 [2], the following principles are also applied to or UL TSN Time Synchronization:
-	5GS as a TSN bridge plays as a time-aware system.
-	Only TSN TTs at the edge of 5GS need to support the desired operations in the IEEE 802.1AS [6].
-	Two separate distribution time mechanisms are used for 5GS internal clock and TSN system clocks as defined in clause 5.27.1.2 of TS 23.501 [2].
-	All gPTP messages generated from TSN GM(s) are transmitted using the user-plane resources in 5GS.
-	All the gNBs, DS-TT/UEs, and UPF/NW-TTs in the 5GS are time synchronized to the same 5GS GM.
-	All the NW-TTs and TSN end stations behind the NW-TTs are connected to the same Ethernet network.

Therefore, this solution proposes that similar operations defined for DL TSN Time Synchronization can be re-used for the UL TSN Time Synchronization i.e. for the TSN GM(s) attached to the device side.
Since UL TSN Time Synchronization will be distributed to the TSN end stations attached to 5GS (i.e. NW-TTs) and attached to the other UEs (i.e. DS-TTs), TSN GM(s) attached to the device will generate the UL gPTP messages and then DS-TT can perform exactly the same operations for the received DL gPTP messages as NW-TT performs for the DL gPTP messages defined in clause 5.27.1.2.2 of TS 23.501 [2]. Then, the modified UL gPTP messages will be further forwarded via the user-plane established between the devices (i.e. UE) which has TSN GM(s) attached to and the target UPFs.
After the NW-TT receives the modified gPTP messages for the case where delivery to end stations behind the 5G system (NW-TT) is required, the NW-TT can perform exactly the same operations as DS-TT performs for the received DL gPTP messages defined in clause 5.27.1.2.2 of TS 23.501 [2]. Finally, NW-TT can forward to the UL gPTP messages to the TSN end stations.
The main difference between the UL and DL Time Synchronization is that the UL gPTP messages are also required by the TSN end stations behind the other UEs (i.e. DS-TTs). For delivery of gPTP messages to TSN end stations behind other UEs, the UPF will forward the UL gPTP messages transparently to other devicesUEs but not send it back to the source UEs. The DS-TT in the other UE can perform exactly the same operations as defined in clause 5.27.1.2.2 of TS 23.501 [2]. Finally, DS-TT can forward to the gPTP messages to the TSN end stations as described in the figure 6.1.2-1.
NOTE:	The UPF forwards the gPTP message to the Ethernet connected to the N6 interface. This enables other devices on N6 and also other DS-TT/UE connected to a different UPF to receive the gPTP message.
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Distributing the UL gPTP messages from TSN GM attached to the device to all TSN end stations behind the UPFs (NW-TTs) and behind the other UEs (DS-TTs) can be achieved by using the following steps (referred to Figure 6.1.2‑1)
-	DS-TT which is attached by one or more TSN GMs will perform exactly same operations for UL gPTP messages as NW-TT perform the operations for the DL gPTP messages as specified in clause 5.27.1.2.2 of TS 23.501 [2].
-	In case of synchronizing TSN end stations behind 5G System (NW-TT), NW-TT will perform  exactly the same operations for UL gPTP messages as what DS-TT performs the operations for the DL gPTP messages as specified in clause 5.27.1.2.2 of TS 23.501 [2]. After NW-TT on the UPF side receives the UL gPTP messages, the NW-TT will forward the information to to the TSN end stations, with while adding 5GS residence time to the correction field and removing TSi timestamp from the suffix field.
-	In case of synchronizing TSN end stations behind other UE(s), the UPF will forward the received UL gPTP message transparently to the other UEs to distribute the gPTP messages further to the TSN end stations behind other UEs (other DS-TTs) by applying the same forwarding principles as described in clause 5.27.1.2.2 of TS 23.501 [2] except that the PDU session of the source device connected to the corresponding DS-TT port is not included in the forwarding. 

NOTE: Normal Ethernet behaviour is that the frame is not sent back to the source. So, sending back a frame on the incoming interface would be against Ethernet principles and results in risking risk of creating creation of forwarding loops.
In case of synchronizing TSN end stations behind 5G System (NW-TT), all gPTP messages are transmitted using the user-plane resources in 5GS and follows the principle that one PDU session is established per DS-TT port for a UPF. To support the multiple TSN working domains attached to the device, the mechanism defined in clause 5.27.1.3 of TS 23.501 [2] can be re-used.
In case of synchronizing TSN end stations behind other UE(s), all gPTP messages are transmitted using the user-plane resources in 5GS and follow the principle that two PDU sessions are used.
To support the multiple TSN working domains attached to the device, the mechanism defined in clause 5.27.1.3 of TS 23.501 [2] can be re-used.


Figure 6.1.2-1: The distribution of UL Time Synchronization Information with the same UPF
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The procedure for synchronizing TSN end stations behind 5G System (NW-TT) with the TSN GM in the network attached to the device is described in Figure 6.1.3-1. It includes BMCA-related steps (step 1~32) because after those steps, the sync messageframe forwarding tree is confirmed. In this case, TSN Node 0 should send sync messagesframes to 5GS TSN Bridge, and the 5GS TSN Bridge should send sync messageframes to TSN Node 2. Based on the tree, the QoS update may be needed in the next step (step 3). The remaining steps (step 4~8) follow principles in clause 5.27.1 of TS 23.501 [2], with the Ingress TT of DS-TT1 and the Egress TT of NW-TT.



Figure 6.1.3-1: Procedure for synchronizing TSN end stations behind 5G System (NW-TT) with the TSN GM in the network attached to the device side via 5G System
1.	PDU Session Establishment includes UE MAC / Port Info for updates to TSN AF. After this step, TSN Node 0, 5GS logical bridge (DS-TT1/UE1, NW-TT/UPF) and TSN Node 2 can exchange Ethernet frames.
2.	At BMCA step, TSN nodes exchange Announce messageframes and build the Sync forwarding tree for TSN Sync messageframes. The Sync forwarding tree is per TSN working clock domain. BMCA procedure (6.1.3.3) is performed when a NW-TT port or a DS-TT port receives an Announce framemessage.
3.	[Optional] If the operator decides to follow the recommendation to limit the bridge residence time to 10 ms, as defined in IEEE 802.1AS [6], clause B2.2 (stated as recommendation), then bBased on the Sync frame forwarding information the TSN AF may trigger QoS setup for the Sync frame delivery. PDB1, which is the UL PDB for the QoS flow of PDU session for UE1, should be less than 10ms, as the residence time in a node should be less than 10ms. This step can be skipped if step 1 satisfies the QoS requirements.
NOTE 1:	The PDB value for the case of dedicated synchronization communication (i.e. a QoS flow dedicated for transmitting gPTP messages) can be pre-configured by the operator at the PCF. In this case, the PCF  sets up QoS parameter (i.e. PDB) to fulfil DS-TT to UPF delay to be less than 5 ms, such that the total limit is achieved, without the need for the PCF to learn if this concerns a DS-TT/UE to NW-TT/UPF communication or a DS-TT/UE to DS-TT/UE communication.
NOTE 2:	As a result of steps 2 and 3, BMCA Announce messages are delivered in a default QoS flow but only time synchronization messages are delivered in the new QoS flow.
4.	Sync messageframe is delivered from the previous TSN node to DS-TT/UE1. It has time stamp of TSN GM clock. It also includes correction and rateRatio fields. The rateRatio is (GM clock frequency) / (local clock frequency).
5.	DS-TT/UE1 updates the Sync messageframe. It adds the link delay between the DS-TT/UE1 and the previous TSN node to the correction field. It also updates the rateRatio field with the previous rateRatio multiplied by neighborRateRatio. The neighborRateRatio = (local clock frequency of the previous TSN Node) / (local clock frequency). It also attaches Ingress Timestamp based on 5G GM clock to the Sync messageframe.
6.	Sync messageframe is delivered from DS-TT/UE1 towards NW-TT/UPF. It has time stamp of TSN GM clock. It also includes correction, rateRatio and Ingress Timestamp fields.
7.	NW-TT regeneratesupdates the Sync messageframe. It calculates the residence time as Egress 5G GM Time - Ingress 5G GM TS) * rateRatio in the sync messageframe. It updates the correction field as the previous correction field value + the residence time. Then, it removes the Ingress timestamp.
8.	Sync messageframe is delivered from the NW-TT to TSN Node 2. It has time stamp of TSN GM clock. It also includes correction and rateRatio fields.
The procedure for synchronizing TSN end stations behind other UE(s) with the TSN GM in the network attached to the device is described in Figure 6.1.3-2. It also includes BMCA-related steps (step 1~32). After those steps, the sync messageframe forwarding tree is confirmed. In this case, TSN Node 0 should send sync messageframes to 5GS TSN Bridge, and the 5GS TSN Bridge should send sync messageframes to TSN Node 3. Based on the tree, the QoS updates may be needed in the next step (step 3/3a). For the UE-to-UE sync frame delivery path, the associated two PDU sessions should satisfy the requirements of 5GS TSN Bridge residence time should be less than 10ms. The remaining steps (step 4~8/8a) follow principles in clause 5.27.1 of TS 23.501 [2], with the Ingress TT of DS-TT1 and the Egress TT of DS-TT2.





Figure 6.1.3.2-2: Procedure for synchronizing TSN end stations behind other UE(s) with the TSN GM in the network attached to the device side via 5G System
1.	PDU Session Establishment includes UE MAC / Port Info for updates to TSN AF. After this step, TSN Node 0 and 5GS logical bridge (DS-TT1/UE1, NW-TT/UPF) can exchange Ethernet frames.
1a.	For UE-to-UE case, PDU Session Establishment includes UE MAC / Port Info for updates to TSN AF. After this step, TSN Node 3 and 5GS logical bridge (DS-TT2/UE2, NW-TT/UPF) can exchange Ethernet frames. Local switching at the UPF is also enabled.
2.	At BMCA step, TSN nodes exchange Announce messageframes and build the Sync forwarding tree for TSN Sync messageframes. The Sync forwarding tree is per TSN working clock domain. BMCA procedure (6.1.3.3) is performed when a NW-TT port or a DS-TT port receives an Announce messageframe.
3.	[Optional] If the operator decides to follow the recommendation to limit the bridge residence time to 10 ms, as defined in IEEE 802.1AS [6], clause B2.2 (stated as recommendation), then Based on the Sync framemessage forwarding information the TSN AF may trigger QoS setup for the Sync framemessage delivery. PDB1, which is the UL PDB for the QoS flow of PDU session for UE1, should be less than 10ms, as the residence time in a node should be less than 10ms.
3a.	[Optional] If the operator decides to follow the recommendation to limit the bridge residence time to 10 ms, as defined in IEEE 802.1AS [6], clause B2.2 (stated as recommendation), then, Based on the Sync framemessage forwarding information, the TSN AF may trigger QoS setup. As the TSN AF can know DS-TT1/UE1 forwards Sync framemessages to DS-TT2/UE2 via local switching at the UPF, it sets the QoS should meet the sum of PDB1, local switching delay and PDB2 should be less than 10ms. PDB2 is the DL PDB for the QoS flow of PDU session for UE2. For this, the TSN AF may trigger the QoS change for PDU session for UE1.
NOTE 3:	Calculation of the UE-UE delay can be consistent with the UE-UE TSC communication solution chosen.
NOTE 4:	The PDB value for the case of dedicated synchronization communication (i.e. a QoS flow dedicated for transmitting gPTP messages) can be pre-configured by the operator at the PCF. In that case, the PCF  sets up QoS parameter (i.e. PDB) in all cases fulfilling DS-TT to UPF delay to be less than 5 ms, such that the total limit is achieved.

Editor's note:	Calculation of the UE-UE delay, consistent with the UE-UE TSC communication solution chosen, needs to be updated for this step.
Editor's note:	If SMF needs to know then how the SMF knows the UEs that need to communicate and which PDU sessions to associate is FFS.
NOTE 5:	Based on BMCA results, the TSN AF informs the SMF of the associated PDU sessions. That is, the TSN AF informs the SMF of the PDU Session for the DS-TT port with Slave role and the PDU Session for the DS-TT port with Master role.
NOTE 6:	As a result of steps 2 and 3, BMCA Announce messages are delivered in a default QoS flow but only time synchronization messages are delivered in the new QoS flow.

4.	Sync messageframe is delivered from the previous TSN node to DS-TT/UE1. It has time stamp of TSN GM clock. It also includes correction and rateRatio fields. The rateRatio is (GM clock frequency) / (local clock frequency).
5.	DS-TT/UE1 regeneratesupdates the Sync messageframe. It adds the link delay between the DS-TT/UE1 and the previous TSN node to the correction field. It also updates the rateRatio field with the previous rateRatio multiplied by neighborRateRatio. The neighborRateRatio = (local clock frequency of the previous TSN Node) / (local clock frequency). It also attaches Ingress Timestamp based on 5G GM clock to the Sync messageframe.
6.	Sync messageframe is delivered from DS-TT/UE1 towards NW-TT/UPF. It has time stamp of TSN GM clock. It also includes correction, rateRatio and Ingress Timestamp fields.
6a.	For UE-to-UE case, the NW-TT/UPF performs local switching and forwarding for the Sync messageframe. Before local switching, the NW-TT/UPF can perform multiplication if needed.
6b.	For UE-to-UE case, Sync messageframe is delivered from the NW-TT/UPF to DS-TT/UE2. It has time stamp of TSN GM clock. It also includes correction, rateRatio and Ingress Timestamp fields.
7a.	For UE-to-UE case, DS-TT/UE2 updates the Sync messageframe. It calculates the residence time as Egress 5G GM Time - Ingress 5G GM TS) * rateRatio in the sync messageframe. It updates the correction field as (the previous correction field value) + (the residence time). Then, it removes the Ingress timestamp.
8a.	For UE-to-UE case, Sync messageframe is delivered from the DS-TT/UE2 to TSN Node 3. It has time stamp of TSN GM clock. It also includes correction and rateRatio fields.
[bookmark: _Toc43906654][bookmark: _Toc43906770][bookmark: _Toc44311896][bookmark: _Toc44312009]6.1.3.3 BMCA procedure
One of the following alternative methods for the BMCA procedure may be implemented. The BMCA state machines required in IEEE 802.1AS [6] clause 5.4.1, may run in different parts of the 5G system. 
Method 1:
[bookmark: _GoBack]When a NW-TT port or a DS-TT port receives an Announce messageframe, if the Announce information is better than the current best master information it knows about (per clock domain), the port reports the Announce information to TSN AF using PMIC signaling. NW-TT and DS-TT also inform TSN AF if a previously reported best clock is not available anymore (determined based on lack of Announce or Time Sync messages from that clock). Based on the received Announce information and local information of 5GS, the TSN AF runs the PortStateSelection state machine and decides the BMCA port roles for the ports in the 5GS bridge as described in IEEE 802.1AS-Rev [6] and configures each port role (per clock domain) accordingly using PMIC signaling. The port thatclosest to the GM is configured to Slave role, the port receives Sync and Announce messageframes from a node outside 5GS and sends the Sync and Announce messages via NW-TT/UPF to other port(s) with Master role(s) inside 5GS. The port that is configured to Master role, receives Sync/Announce messages from the port with Slave role inside the 5GS bridge, increases the stepsRemoved field of the Announce messages with one, replaces the value of sourcePortIdentity field of Sync/Announce messages with its portIdentity, and runs the PortAnnounceTransmit state machine to sends Sync/Announce messageframes to a node outside the 5GS. When DS-TT port configured to Passive role receives a Sync message from outside of 5GS, it discards the message. Optinally, NW-TT and DS-TT with port(s) with Master role(s) can generate Announce messages based on information from TSN AF. In this case, Announce messages are not exchanged inside 5GS. (Details are described in Solution #X [S2-2005323].)

NOTE 1:	Depending on the solution to expose the time syncronization service, the BMCA port roles can be assigned either by TSN AF or NEF.
Method 2:
In this alternative, NW-TT receives Announce messages from any NW-TT and DS-TT ingress port (DS-TT forwards all Announce messages to NW-TT) and NW-TT runs the PortStateSelection state machine and decides the BMCA port roles. 
Editor's note: Whether NW-TT and DS-TT can send Announce messages only when there are chages including time out events  and if there is a need for this optimization is FFS.
Upon completion of BMCA, NW-TT reports the BMCA result to TSN AF using BMIC signaling. Based on this, TSN AF configures the port roles in DS-TT using PMIC signaling. If TSN AF is not deployed then NEF terminates PMIC and BMIC signaling, i.e. NEF receives the BMCA result from NW-TT and configures configures the port roles in DS-TT using PMIC signaling.
NOTE 2:	NEF terminating BMIC/PMIC signaling does not have any impact on PCF/SMF as existing Rel-16 functionality is reused for this.
Port roles of NW-TT ports are configured locally by NW-TT based on the BCMA result. When a DS-TT configured to Master role receives Announce messages from the NW-TT via 5GS user plane, it increases the stepsRemoved field of the Announce messages with one, replaces the value of sourcePortIdentity field of Sync/Announce messages with its portIdentity, and runs the PortAnnounceTransmit state machine to send Announce messages to a node outside the 5GS. When DS-TT port configured to Passive role receives a Sync message from outside of 5GS, it discards the message. If the NW-TT time outs to receive Announce message from the Slave port and has available Passive port(s), it selects a Passive as new Slave port and update port role(s).
Method 3:
Support BMCA via the interworking between the DS-TT and NW-TT  
· When DS-TT received any announce messages from the port(s) of the DS-TT, if the message Priority Vector of the announce message is better than the Port Priority Vector of the received port, the DS-TT sends the received announce messages to NW-TT via UE. 
Editor's note: It is FFS how a Passive port would learn the Port Priority Vector.
· The NW-TT/UPF learns the received port for the announce message based on the port number associated with the PDU session sending the announce message. The NW-TT determines the best grand master based on the received announce messages, the port number of the received port on the DS-TT(S) and NW-TT, and the System Priority Vector. If the determined grand master is updated, the NW-TT decides the port state and announce message for next hop accordingly.   
· If the port state of a NW-TT port is master port, the NW-TT forwards the determined announce message to the NW-TT port directly. For each DS-TT port which is a Master port, the NW-TT/UPF runs the PortAnnounceTransmit state machine to send Announce messages towards the PDU session associated with the DS-TT port. Upon receiving the announce message the DS-TT forwards it to the port associated the PDU session receiving the announce message and update the Port Priority Vector accordingly.
· When DS-TT port configured to Passive role receives an Announce message or a Sync message from outside of 5GS, it forwards it to to NW-TT who discards the message.

Method 4:
Support BMCA process in NW-TT (Details are described in Solution #Y [S2-2005160]).
· There is a BMCA function in the NW-TT. It run the BMCA state machine and keep all the ports state.
· When the DS-TT port or NW-TT port receives the Announce message, it forward the message to BMCA function in NW-TT via U-plane.
· The BMCA function run the BMCA state machine to qualify the message, determines the best grand master and determine the DS-TT port and NW-TT port state.
· If the Announce message is reveived from the slave port, the BMCA function update the Auunoce message and send to all NW-TT ports which role is Master and all DS-TT ports which role is Master.
· If the Announce message is reveived from a non-slave port, the BMCA discard this message.

NOTE:	Depending on the solution to expose the time syncronization service, the BMCA port roles can be assigned either by TSN AF or NEF.
Editor's note:	It is FFS whether it is possible that NW-TT or DS-TT itself sets the port state and activates the corresponding behaviors based on BMCA, i.e., no bother to AF.
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For synchronizing TSN end stations behind 5G System (NW-TT) with the TSN GM in the network attached to the device, the impacts on UE, SMF, PCF, TSN-AF and UPF are like the following.
-	The Ingress TT is DS-TT.
-	The Egress TT is NW-TT.
For synchronizing TSN end stations behind other UE(s) with the TSN GM in the network attached to the device side via 5G System, the impacts on UE, SMF, PCF, TSN-AF and UPF are like the following.
-	The Ingress TT is DS-TT of a UE.
-	The Egress TT is DS-TT of the other UE.
-	[Optional] The SMF needs to perform QoS setup procedures considering two associated PDU sessions for a UE-to-UE synchronization.
-	[Optional] The TSN AF needs to trigger QoS setup procedures in case the operator decides to follow the recommendation to limit the bridge residence time to 10 msconsidering two associated PDU sessions for a UE-to-UE synchronization.
-	The UPF needs to perform local switching for Sync messageframes without NW-TT interaction.

*** End Change ***
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