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[bookmark: _GoBack]Abstract: This contribution is related to Key Issues #7, it is an assessment of the Analytics-IDs stated in TS-23.288; and assesses which Analytics-ID could significantly improve the analytic analysis; by adding partial or the entire set of Application-IDs and the related KPIs to the TR 23.700-91.
1. Discussion
Key Issue #7 proposes to study and determine which Analytics-ID, from those described in TS 23.288 improves analytic analysis. The addition of data can comprise of either Application ID, related KPIs or both; this data is available at the UPF as described in 23.503 clause 6.2.2.2 and is based on the packet inspection functionality available in the UPF as described in 23.501 clause 6.2.3.
This document analyses the Analytic-IDs stated in TS-23.288; and assesses which Analytics-ID could significantly improve the analytic analysis; by adding partial or the entire set of Application-IDs and the related KPIs characterizing the traffic mix. It focuses on improving the accuracy of analytic predictions and statistics reporting provided by each service. Another crucial part of this key issue is determining which KPIs should be used; however, the scope of this paper is limited to determine which of the Analytics-ID directly improves their analysis outcomes.
Clarification: The predictions and statistical algorithms are out of SA2 scope; however, this paper elaborates a little on the topic and attempts to determine which Analytics-ID is directly applicable to the desired improvement described above. Indeed this paper is not trying to specify how to implement prediction or statistical algorithms while assessing the Analytics-IDs.
The Context:
The amount of UEs present in the network and the services-IDs they are running; tailors directly or indirectly the results of any analytics-ID, disregarding which analytics-ID is; it happens in terms of the measurement of network-resources usage and congestion detection of the network.
In terms of subscriber’s profiles, there may be heavy users, regular users, and light users running various services. In terms of the type of service, there are heavily loading (persistent) protocols/services such as video services; and lightly loading services such as web browsing. Some services drive more signalling in the Control Plane than user traffic in the User Plane of 5GS.
Background Traffic Shaping 

For congested domains, background traffic such as iOS downloads, App Store, Play Store, Windows Update, iTunes and other heavy file downloads can be heavily shaped. This policy can also include backup services such as Dropbox, Google Drive, Google Photos and iCloud to free up bandwidth for real time sensitive protocols. 
These policies can optionally be time of day based allowing them to run at full speed during night time when there is less impact of congestion since some subscribers may be physically located in the same area 24/7 (such as mobile broadband dongle users) and the operator will want these subscribers to be able to download their data. 
Other subscribers who are more mobile will get their heavy downloads completed when they move away from the congested area.
Heavy users typically process very persistent traffic which normally falls in the background traffic category. As a point of reference, in 4G very often, it is possible to find in the network the operating point where 20% of UEs (heavy users) are responsible for 80% of the traffic in a loaded or congested cell. At such an operating point, the other remaining UEs are resource-deprived suffering while handling only 20% of the traffic.
Figure 1 shows an example contrasting the correlation of top user vs. the prediction of the next-time-slot-of -interest in two protocols: Gnutella and NNTP. The case uses one hour of traffic samples to predict the traffic of the next-time-slot-of-interest (e.g., the follow-up hour).
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Figure 1 Correlation of top user vs. next-time-slot-of-interest
Source: Sandvine knowledge database.
The correlation of top user vs. next-time-slot-of-interest per protocol/service is above 70% and for the traffic combined is below 20%.
A high accuracy prediction of the behaviour of an individual Application-ID for a single subscriber is seamless when using historical samples of the throughput of that Application-ID and a proper ML model. The NWDAF can predict the total throughput of a single subscriber with high accuracy by using the consolidation of the top ten-application-IDs throughput predictions expected to be present in the traffic mix. Conversely, processing the total throughput of a single subscriber for an overall throughput prediction purpose using samples of the total throughput as input data is an expensive process and may produce non-optimal results. Fig1 shows for the All-proto curve yielding a correlation of less than 20%.
Mobile network congestion fluctuates very rapidly and it is therefore important to look at the trend in multiple KPIs such as number of subscribers, throughput, latency and packet loss to identify congestion correctly. Due to this rapid fluctuation, shaping congestion domain at a total bandwidth is not an effective method of congestion management and causes very poor subscriber experience.
Therefore, it is possible to conclude at this point that Analytics-ID that requires predicting KPI parameters where the total throughput has an essential correlation with such parameters. It is convenient to improve their input data by including the Application-IDs and at least the per Application-ID throughput KPI. The ML models will converge quickly to produce better and more accurate outcomes. Figure 2 graphically illustrates an example of this kind of behaviour. 
As described in TS 23.288, for some services, to achieve their purpose, they need to predict parameters that imply a high correlation with the traffic behaviour of just a single UE or a group of UEs. Some other services need to predict parameters with a high degree of correlation with the behaviour of the whole traffic regardless of the individual UEs. According to Figures 1 and 2, in all of these cases, including the individual Application-IDs that are present in the traffic mix and at least the per Application-ID throughput KPI, will drive the NWDAF to provide a more accurate output while using less processing power and improving latency.
Statistic Reports Improvement.
This paper is not only addressing the improvement of prediction accuracy of analytics-IDs, but also the enhancement of their statistic reports. There are also important reasons to improve the statistical reports with information on the kind of traffic present in the network. For certain use cases, it is quite essential to know what type of traffic is causing congestion or loading, etc. When such info is available, the NF(s) service consumer, such as SMF, PCF, or both, will know how to act and remediate discovered issues that likely will be present at the time-of-interest; or how to improve the optimization of the user plane, etc.
One remarkable example where prediction improvement may not be achievable, yet an increase in the statistical reporting is achieved, is in NF load analytics. Clause 2.3 describes the rationale for NF load analytics
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Figure 2 NF Load/Service ID Throughput correlation
	
Figures 1, 2, show a prediction with a high degree of accuracy of the total throughput managed by an NF or any component of the network. The system achieves the efficiency using the consolidation of the throughput predicted per each Application ID and per subscriber.
Providing information/behaviour of each Application ID to the NWDAF; their ML-models of inference will be able to predict with more efficiency, several other parameters requested in TS 23.288
Predicting behaviours of control plane NFs using User-plane information.
It is possible to predict behaviours of control plane NFs such as AMF or SMF using User-plane information such as Application ID and related KPIs. 
One example is CP NFs load behaviour, in this case it is possible to state that likely this behaviour is consistently driven no 100% but in an essential part by the user plane traffic. One fact is that when there is not user plane traffic, the control plane signalling traffic is minimum and vice versa.
Using ML is possible to identify which applications are influencing most the control plane traffic. With that information and having the traffic prediction per Application ID is possible to predict how the NF load will be. Of course, the data plane does not provide 100% of the influence, so the samples of the NF load has the rest of the information. 
On the other hand, having the report of traffics affecting the control plane NF load, the PCF or SMF can decide to reduce or to block specifics background application IDs that are impacting most the network control plane signalling when high congestion is occurring. 
If a user attempts to join a loaded slide with one of the application-ID that most are influencing to up the control plane load, the network redirects that user to another slice or slice instance. If the user is attempting to join a loaded slide and that user is running an application-ID that does not drive/influence so much control-plane load, the network accepts that user in that slice. Hence, having Application-ID awareness before slice allocation is a kind of info explicitly useful in the control plane.
NOTE: Using user-plane traffic KPIs as part of the input data, when predicting the behaviours of a control-plane NF; it appears an additional level of complexity in scenarios of distributed user-plane and centralized control-plane. In these cases, to obtain the prediction, it is necessary to gather user-plane information of all the NFs that this control-plane component manages.
One clear area of interest is, for instance, in cybersecurity. Let's say a compromised application running in the background in thousands of devices; such Applications could request PDU session establishment and then dropped and then request again and so on. A good ML model will soon find the correlation of that behaviour in the user plane with the control-plane high traffic created over certain control plane NFs. This situation will push NF load up particularly in the AMF and perhaps SMF.
Usually, the network behaviour obeys mostly human behaviour; applications are causing more activity in the network based on the location and on the time of the day. For instance, in the vehicular road, in a heavily congested place, perhaps application such as Waze (Google GPS navigation software app) will contribute with most of the user-plane traffic but also will drive most of the control-plane traffic; in particular, the network managing the Waze traffic during handover process in an area of high mobility and most of the subscribers using the same application.
2. Analytics ID evaluation
Following are the assessment of each Analytics ID that TS 23.288 describes.
2.1 Slice load level related network data analytics
The load level information Analytics ID is used to calculate the slice load level related network. Therefore, adding Application ID is not being analysed at this point for this Analytics ID. Such decision will take place when analysing NF Load.   
2.2 Observed Service experience related network data analytics
The NWDAF may provide Observed Service Experience for one or both of the following:
· Service Experience for a Network Slice: Service Experience for UEs (for a UE or a group of or any UE) for a given Application, set of Applications or any Application (i.e. all Applications) in a Network Slice;
· Service Experience for an Application: Service Experience (i.e. for a UE or a group of UEs or any UE) in an Application.
Here the term “Application” or “all Applications” refers to the Applications served by one or several AFs. To populate table 6.4.2-1 in TS 23.288, the AFs interact directly with the NWDAF and the NWDAF subscribes to the service data from AF using the Naf_EventExposure_Subscribe service or through the NEF using the Nnef_EventExposure_Subscribe service; this table is a relevant part of the Input Data.
In Rel16, this analytics ID focuses only on Application IDs that are served by AFs that could interact with the NEF and NWDAF.
Recommendation
For Rel17, it is recommended that the observed Service experience includes Application IDs that are present in the traffic mix and are not necessary linked to the AFs
The NWDAF may provide Observed Service Experience no matter if the local AF serves the applications or the applications are part of the internet traffic or are a mix of them; for one or both of the following: 
· Service Experience for a Network Slice: Service Experience for UEs (for a UE or a group of or any UE) for a given Application or a set of Applications or any Application that is present in the traffic mix (i.e. all Applications) in a Network Slice.
· Service Experience for an Application: Service Experience (i.e. for a UE or a group of UEs or any UE) in an Application that is present in the traffic.  

2.3 NF load analytics

To know if we should add the Application-ID as part of the input data of the NF-load Analytics-ID; one question we want to answer is: “Is total-throughput and NF-load having direct vital correlation?” 

To determine whether we should add the Application ID as input data in NF load analytics, the question we need to answer is: “Is there any important correlation between the total throughput and the NF load?” For the sake of rigor of the analysis, let’s say that the correlation or dependency of NF load and per Application-ID throughput is unknown.  Nevertheless, Figure 2 shows that the relationship between CPU utilization and consolidation of throughput per application is quite strong. 

If we find out that there is a significant dependency between CPU utilization and NF load, we can state that the information of Application IDs presence at the traffic passing through that NF is worthy as input data for prediction of the NF load with high accuracy. Note that traffic passing through the NF refers either to data plane or control plane (signaling) traffic when the NF is a control plane or is a data plane element respectively.

According to 23.288 [x], the usage of the load parameter by the NF service is implementation-specific; e.g., 5GC could use it for NF selection and load balancing. The CPU utilization has a genuine relationship with the NF load; however, it may not have a consistent correlation NF_load vs. CPU_load [https://en.wikipedia.org/wiki/Load_(computing)] [3] that level of dependency may change from one instance to another based on the particular implementation. Although the CPU utilization has a strong correlation to the throughput that the NF is managing, see Figure 2. Due to the dependency of the load parameter calculation with the kind of implementation, it is not clear whether adding Application ID to the input data; would always improve the NF load analytics ID prediction in every implementation.
Therefore, it is possible to state at this point that for increasing accuracy in the NF Load prediction, adding the Application ID as part of their Input Data may not be worthy.

NF load analytics statistics report improvement.

Even though the NF load prediction accuracy may not be possible to improve, by adding Application-ID, the statistical reporting will be significantly enhanced when adding the Application-IDs present in the traffic mix. There are several use cases where that information is beneficial and it will allow the NF service-consumer, such as SMF or PCF, to decide on how to act to deal with a certain level of occupation, which is based on the kind of traffic that is causing the occupation. To reduce congestion, background traffic is the first candidate to control. 

This study does not recommend to improve NF load analytics ID. Due to the significant complexity to determine and gather the user plane traffic information that is being managed by a control-plane NFs.	
2.4 Network Performance Analytics
As described in TS 23.288, in Network Performance Analytics the NWDAF needs to collect the measurement of the performance of several gNB and radio resources utilization. That information is used apparently without any link to the kind of services that the respective area of interest is providing. In general, the requirements do not contain any mention to the Applications behaviour.
On the other hand, the performance measurement according to TS 28.552 clause 5.7 Common performance measurements for NFs, includes several easements such as CPU usage, Memory Usage, Disk Usage. According to Figure 2, at the minimum the CPU usage has a strong correlation with the traffic that the respective NF is managing. 
Improving accuracy of the NWDAF network performance prediction output.
From Figure 2, it is possible to infer that the NF performance may have a strong correlation to the total throughput. Then to obtain an accurate performance prediction, one right conduct is to predict the total throughput managed by the NF in companion with the NF performance. One way to predict the total throughput per NF is by predicting the throughput per Application ID (as shown in Fig1) thus per NF. A very accurate NF performance prediction will result in using, as input data, the predicted throughput and performance samples provided by the OAM.

It is very beneficial to add the Application ID present in the traffic mix and its respective throughput to the input data of the Network Performance Analytics
 
2.5 UE related analytics
2.5.1 UE mobility analytics
According to the study Strategies and limitations in app usage and human mobility in https://doi.org/10.1038/s41598-019-47493-x, [1] it is evident that the mobility behaviour of the subscriber, has some kind of significant relationship to the Applications that the subscriber frequently uses. Figure 3 shows this relationship.
 [image: ]
Figure 3 App usages and human mobility
Source https://doi.org/10.1038/s41598-019-47493-x

The above information is not enough to support the existence of a correlation between the mobility and the info of Applications distribution that is present in the traffic.

2.5.2 UE Communication Analytics
In Rel16, this analytics ID focuses only on Application IDs that are served by AFs that could interact with the NEF and NWDAF. The UE communication Analytics to include Application IDs that are present in the traffic mix and are not necessary linked to the Afs. 
2.5.3 Expected UE behavioural parameters related network data analytics
In Rel16, this analytics ID focuses only on Application IDs that are served by AFs that could interact with the NEF and NWDAF. The UE Expected behavioral  Analytics to include Application IDs that are present in the traffic mix and are not necessary linked to the Afs.
2.5.4 Abnormal behavior related network data analytics
It is essential to correlate the abnormal behaviour and the Application-ID present in the traffic. This Analytics ID relies on UE Mobility and UE communication analytic ID
2.6 User Data Congestion Analytics
User Data Congestion analytics can relate to the user congestion experienced while transferring user data over the control plane, user plane or both. 
Typically, congestion conditions are highly linked to the total throughput per cell. Predicting throughput at area-of-interest with high accuracy may allow the NWDAF to predict cell congestion with equivalent accuracy. For the NWDAF to predict cell congestion conditions with high accuracy, it needs to crunch the throughput split per application-ID and consider cell congestion samples.  This will lead ML models to provide a highly accurate prediction of a cell congestion. 

User Data Congestion Analytics report improvement.
By adding Application-ID, the NWDAF statistical reporting output will be significantly enhanced when adding the Application-IDs that are present in the traffic mix. There are several use cases, e.g., S2-2004299 [2] where that kind of information is necessary. Traffic characterization will allow the NF service-consumer, e.g., SMF, PCF or both, to decide on how to act and deal with a certain level of congestion, based on the kind of the traffic mix that is causing the bottleneck.
2.7 QoS Sustainability Analytics
As defined in TS 28.554, QoS flow retain ability is a key performance indicator of how often an end-user abnormally losing a QoS flow during the time of its usage.
As part of the Input data for this Analytics ID, the RAN UE Throughput gross measurement is provided by the OAM. Likely the QoS Sustainability is highly correlated to the total cell throughput. As stated above, predicting the throughput with samples of total throughput is not a good practice. For NWDAF to predict the QoS Sustainability with high accuracy, it needs to crunch the throughput split per Application-IDs and the QoS Sustainability samples. This will lead the ML models to provide a highly accurate prediction of the QoS Sustainability.

3. Text Proposal
The following changes are proposed to be applied to TR 23.700-91.
[bookmark: __DdeLink__575_2796048939]*** Start of the change ***
6.0	Mapping Solutions to Key Issues
Table 6.0-1: Mapping of Solutions to Key Issues
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	Key Issues
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*** Next (All new text) ***
6.X	Solution Z: Adding Application attributes and KPIs as the input data in some services

This is a solution for Key Issue #7, Adding Application attributes and KPIs as the input data in some services stated in TS-23.288; this solution defines which Analytics-ID could significantly improve the analytic analysis; by adding partial or the entire set of Application-IDs and the related KPIs.
The addition of data can comprise of either Application ID, related KPIs or both; this data is available at the UPF as described in 23.503 clause 6.2.2.2 and is based on the packet inspection functionality available in the UPF as described in 23.501 clause 6.2.3.
This solution analyses the Analytic-IDs stated in TS-23.288; and define which Analytics-ID could significantly improve the analytic analysis; by adding partial or the entire set of Application-IDs and the related KPIs characterizing the traffic mix. It focuses on improving the accuracy of analytic predictions and statistics reporting provided by each service.
Table 1 contains the Analytics IDs and respective rationale that should be further studied to improve either their prediction outcome or statistical reporting.
	Service
	
Prediction  improvement
	Statistic Report Improvement
	Rationale of the improvement

	
6.3 Slice load level related network data analytics

	
	
yes
	The statistic report is improved. The info of Applications distribution that is present in the traffic is a piece of essential information for the service consumer NFs, such as PCF, SMF, to decide how to address, control or mitigate the slice load level adequately.  

	
6.4 Observed Service experience related network data analytics
	          
          yes
	
	In Rel16, this analytics ID focuses only on Application IDs that are served by AFs that could interact with the NEF and NWDAF. 
The observed Service experience to include Application IDs that are present in the traffic mix and are not necessary linked to the AFs

	
6.5 NF load analytics 
	
No
	         
         No
	This study does not recommend to improve NF load analytics-ID. Due to the significant complexity to determine and gather the user plane traffic information that is being managed by a control-plane NFs.

	

6.6 Network Performance Analytics
	           

           yes
	           

         yes
	Figure2 shows CPU usage has a strong correlation with the traffic that the respective NF is managing. Then gNB performance may have a strong correlation to the total throughput. The statistic report is improved. The info of Applications distribution that is present in the traffic is a piece of essential information for the service consumer NFs, such as AMF, PCF, SMF, to decide how to address or control the network performance adequately.

	6.7 UE related analytics
	
	
	

	
UE mobility analytics
	
No
	
	There is not enough known information supporting the existence of a correlation between the mobility and the info of Applications distribution that is present in the traffic.

	

UE Communication Analytics
	

yes
	
	In Rel16, this analytics ID focuses only on Application IDs that are served by AFs that could interact with the NEF and NWDAF. The UE communication Analytics to include Application IDs that are present in the traffic mix and are not necessary linked to the AFs

	
Expected UE behavioural parameters related    network data analytics
	
          yes
	
	In Rel16, this analytics ID focuses only on Application IDs that are served by AFs that could interact with the NEF and NWDAF. The UE Expected behavioral  Analytics to include Application IDs that are present in the traffic mix and are not necessary linked to the AFs

	
Abnormal behaviour related network data analytics
	         
          yes
	
	
It is essential to correlate the abnormal behaviour and the Application-ID present in the traffic. 


	
6.8 User Data Congestion Analytics
	        
       Yes
	     
      Yes
	For the NWDAF to predict cell congestion conditions with high accuracy, it needs to crunch the throughput split per application-ID and consider cell congestion samples.
Traffic characterization will allow the NF service-consumer, e.g., SMF, PCF or both, to decide on how to act and deal with a certain level of congestion, based on the kind of the traffic mix that is causing the bottleneck.

	


6.9 QoS Sustainability Analytics
	        


         Yes
	      


     Yes
	For NWDAF to predict the QoS Sustainability with high accuracy, it needs to crunch the throughput split per Application-IDs and the QoS Sustainability samples. This will lead the ML models to provide a highly accurate prediction of the QoS Sustainability.
Traffic characterization will allow the NF service-consumer, e.g., SMF, PCF or both, to decide on how to act and deal with a certain level of QoS Sustainability, based on the kind of the traffic mix that is causing the bottleneck.


Table 1 Services to improve


6. X.1 Slice load level related network data analytics
Editor's note: This clause describe how the slice load level Analytics ID improves analysis. 
6. X. 3 Observed Service experience related network data analytics
Editor's note:  This clause describes how the Observed service Analytics ID improves analysis 
6. X.4 Network Performance Analytics
Editor's note: This clause describes how the Network Performance Analytics ID improves analysis 
6. X.5 UE Communication Analytics
Editor's note: This clause describes how the UE communication Analytics ID improves analysis 
6. X.6 Expected UE behavioural parameters related    network data analytics
Editor's note: This clause describes how the Expected UE behavioural Analytics ID improves analysis 
6. X.7 Abnormal behavior related network data analytics
Editor's note:  This clause describe how the Abnormal behavioural Analytics ID improves analysis 
6. X.8 User Data Congestion Analytics	
Editor's note: This clause describes how the User Data Congestion Analytics ID improves analysis 
6. X.9 QoS Sustainability Analytics
Editor's note:  This clause describe how the QoS Sustainability Analytics ID improves analysis 

*** End of the change ***
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