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[bookmark: _Toc462478989]Abstract of the contribution: This contribution proposes a new common solution to handle KI#3 (Edge Relocation) for all connectivity models and technologies used by these.
1	Introduction
This contribution evaluates the enhancements proposed to the 5GC by the different solutions for KI#2 which are specific to Edge Relocation and proposes a way forward.
2	Discussion
This evaluation focuses on Edge Relocation enhancements to solve KI#2.
A short description of the proposed solutions that addresses Edge Relocation follows:
	Solution#21
	This solution proposes to provision URSP rules in the UE to establish the appropriate PDU Session before performing Edge AS discovery. The Edge AS discovery is not covered in this solution. The solution assumes a locally distributed UPF with IP anchor is used to access the Edge services. 

	Solution #23
	The UE is Edge Computing Service agnostic. This solution supports the Distributed Anchor connectivity model and describes Discovery of Edge Application Server at edge relocation due to PDU Session re-anchoring. SSC#2 and SSC#3.

	Solution #24
	Complement to application-controlled server relocation, where the application layer triggers the UE to move from one server to another. Assumes loss of connectivity (ICMP) to connect to new server.

	Solution #25
	The EAS has AnyCast addresses that are routed to. To find the old EAS for sessions that are still to be served by that the flow state (IP, port/proto) is transferred to the new UPF

	Solution #26
	Allocating persistent addresses for mobile UEs that need MEC access. The solution uses host routes.

	Solution #27
	Reducing packet loss during EAS relocation by assuming that application layer mechanisms are used to notify the UE with the new EAS IP address, for example via HTTP redirection.
The old EAS continues to serve the UE until the new user plane path has been established and the application context has been moved to the target EAS.

	Solution #28
	The solution is to support the application change independent of UE mobility.
The changed IP address of application server may be send to the SMF with the notification and to the UE via PCO.

	Solution #29
	The UE is unaware of the edge relocation. Assumes the EAS IP address is the same at the new location.
Supports the Session Breakout model at edge application server relocation after the UE accessing the edge application to support the service continuity. Relocation triggered by mobility or by AF as the old server is not available.

	Solution #30
	Supports seamless change, e.g. preventing or reducing packet loss. Assuming EASs are able to synchronize the protocol states, Anchor EAS deployed for each EC service etc.


	Solution #31
	Application Relocation with UE assistance. The solution assumes that only the application layer state is transferred from old EAS to the new EAS. Uses NAS signalling to inform the network about the new EAS IP address.

	Solution #32
	UE DNS cache flush. If ULCL is used to access the edge network, the UE is unaware of the ULCL insertion/removal/change. The SMF sends a DNS re-resolution indication to UE.

	Solution #33
	An IP preserving PSA relocation where the application context including L4 network context can be transferred between the EAS(es).

	Solution #34
	Assumes that local DN configuration is locally configured in the SMF or local DN configuration is configured in the PCF. The SMF sends the local DN binding context control information to the UE to control whether the upper layer context information in High Layer OS should be refreshed or not.

	Solution #35
	Edge relocation considering user plane latency requirement. SMF knows the latency between UE (at different locations) and the EASes. AF has the latency requirement for the application.

	Solution #36
	Edge relocation considering user plane latency requirement. AF knows the latency between UE (at different locations) and the EASes.

	Solution #37
	AF-based EAS End-Point-Address update via External Parameter Provisioning. Foresees impacts on the following Nodes or/and Functionality: AF, PCF, UE.

	Solution #38
	Coordination of change of the Edge Application Server and (local) PSA to support seamless change, e.g. preventing or reducing packet loss. Assumes the UE related contexts, including application layer contexts and transporting layer contexts (e.g. TCP), if any, can be transferred from old EAS to new EAS by EAS relocation mechanisms

	Solution #39
	Change of PSA, in coordination with the EAS relocation, by re-using some concepts of the MA-PDU session and path-switching mechanism based on MPTCP that was defined during ATSSS study.

	Solution #40

	Seamless change of Edge Application Sever for stateful applications by caching application status information in NEF. 




It is preferred that an application designed for the edge shall be able to work independent of SSC-mode, ULCL/BP and connectivity model. The application client should be able to support relocation without state transfer, or with state transfer that happens with different performance depending on the previous aspects. Even when the servers support state transfers there are situations when this can’t be done. These aspects may differ between operators, even if not all variants may be deployed. Other aspects may also impact how mobility is done, use-case requirements or network aspects such as: moving into LTE coverage, tethered connectivity, roaming agreements. To support all these variants in the same application client, it is not reasonable to have specific interactions depending on the connectivity model, instead the solution would benefit from having the same behavior towards the network independent of connectivity model and network support. 
The same reasoning should make it possible to use anycast addresses for the EAS if desired, but then it is up to the EAS and application client to support an efficient relocation solution to provide the desired characteristics.
It is also important to notice that there may be more than one application on the same PDU session, so any generic solution shall be able to support relocation of parallel traffic from several applications.
The solutions should also be evaluated based on the latency that they at best may provide during the relocation. This may be very important characteristics for some applications. Most optimal is to have a relocation procedure that can be performed in the time-gap between two packets (one to the old EAS and the other to the new EAS). This is however ruling out any relocation solution that is not controlled by the application as only the application can make a good prediction when packets are to be transferred.
Taking all this as additional input to the analysis, one may conclude that a generic solution for edge relocation shall: 
· not assume a specific connectivity model, instead generic (common) solutions for EAS discovery and relocation should be used as far as possible.
· not mandate additional 5GC defined signaling to the UE and application client in the UE. Limiting this will allow more use-cases such as application clients using tethered connections and LTE interworking. An application client that is not depending on 5GC interaction is possible to run over any connection (including generic WiFi).
· let the application control the synchronization of data between the old and the new EAS. This may then be coordinated (if/when needed) via application internal signaling between the EASes and the application client.
· let the application control the migration of data based on application signaling timing (if needed)
Few solutions are addressing all connectivity models and they are then not addressing all the expected functionality for a solution. It therefore seems reasonable to combine several solutions into one. This reasoning also rules out some of the other proposed solutions as they are able to support relocation with all connectivity alternatives.
As described in solution #31 there are benefits in having the application assist in the handover process, this is especially true if it is possible for an application to signal the client at get the client to connect to the new server (e.g. by adding a second leg, when applicable, during the EAS relocation which may improve the characteristics).
Solution #30 describes the need for having separate EASes per service, which is important when multiple services are running in parallel. This also adds additional complexity in optimizing the data transfers and the connection to the new EAS.
As stated in solution #23 and #24 EAS discovery may be solved by DNS. The FQDN may also be signaled to the client by application internal signaling prior to resolving it. This may also be complemented by application internal signaling where the old EAS may signal the IP address of the new EAS to the client. 
Solution #25 has a good point when it describes the value of verifying the user identity in https and that this removes the need for using the IP address for this.
Solution #27 describes how to maintain low latency and packet loss by using dual legs (simultaneous connectivity to old and new EAS). This allows the old and new EAS to support low latency during relocation as coordination of what packet to send where and when is supported with that solution. This excludes solutions based on SSC#2 only, as well as solutions having the same server address for both the old and the new EAS. The connectivity that supports this optimized handovers are: SSC#3 (both with distributed anchor as well as with multiple PDU sessions). Also BP-solutions support this. ULCL-solutions supports this behavior if the server addresses are different for the new and the old EAS. Dual leg solution excludes any solution based on protocol state synchronization as these needs the same IP address for both the new and the old EAS.
Combining these different aspects from different solutions and filling out the voids, a single solution that supports the desired characteristics can be defined.
To describe that solution, the high level procedure for SSC#3 from solution #23 can be used as a base-line, it however needs some modifications to describe the behavior for all connectivity models:
· The SSC#3 solution covers distributed anchor and multiple PDU session relocation with SSC#3. 
· It also covers when an ULCL/BP with dual leg support is available (not with IP2 available with ULCL though). Any location of IP2 in the figure shall be replaced with “default IP”
· If SSC#2 or BP is used, then #7 is not needed.
· #7 implies release of address instead of PDU session if BP is used.
· #1 may instead of session re-establishment be relocation of PSA with session breakout
· #1 and #7 are the only things that are common between applications running on the same PDU session. Everything in-between is application specific. 
· #1 may include notification to AF about the change

These high-level procedures can then be updated to cover the generic functionality. With this in place the other desired aspects can be added.  
Mapping of signaling in 23.502 chapter 4.3.5 to signals in Figure 6.23.2.2-1 is shown in the following table:   
	23.502 Figure
	23.748 Figure 6.23.2.2-1 sequence number
	23.502 sequence number

	Figure 4.3.5.1-1 SSC#2 for a PDU session

	#1
	#2 and #3

	
	#7
	-

	Figure 4.3.5.2-1 SSC#3 with multiple PDU sessions
	#1
	#4

	
	#7
	#6

	Figure 4.3.5.3-1 Change of PDU Session Anchor with IPv6 Multi homed PDU Session
	#1
	#2 to #12

	
	#7
	#13 to #18

	Figure 4.3.5.4-1 Addition of additional PDU Session Anchor and Branching Point or UL CL
	#1
	Entire flow

	
	#7
	-

	Figure 4.3.5.5-1: Removal of additional PDU Session Anchor and Branching Point or UL CL
	#1
	-

	
	#7
	Entire flow

	Figure 4.3.5.7-1: Simultaneous change of Branching Point or UL CL and additional PSA for a PDU Session
	#1
	#1 to #10

	
	#7
	#11 to #12



Mapping of sequence numbers
In addition to these aspects, solution #35 and #36 points to the value of handling the latency between the UE in and the EAS in the selection of the UPF. It is reasonable to add latency requirements to the signalling from the AF as in solution #35. It can be discussed whether the latency shall be the e2e latency between the application and the EAS or whether it shall be the latency between the UE and the PSA. The conclusion is that the distance from the PSA-UPF to the EAS is outside of SA2 scope and therefore should not be considered by the SMF, so the latency requirement shall be measured between the UE and the PSA-UPF. In solution #36 the relocation decision is taken by the AF and the proposal is that measurements may be monitored by the SMF and notifications triggered by the SMF. It is also discussed whether NWDAF should monitor. This is not within the responsibilities of the SMF and monitoring of the traffic in a flow is better performed by external entities, therefore this solution is not recommended. 
The proposed way forward when moving into normative phase is:
-  To make a single solution that can support all the connectivity models. pCR S-2004952 has been submitted for that.
-  To use an updated version of the diagram in solution #23 to describe how to handle the relocation. 
-  To include selected arguments from solutions #24, #25, #27, #28, #30, #31 (as discussed above) into the new solution
-  To use the additions from solution #35, but to only cover the latency between the UE and N6 on the PSA-UPF.
-  Not to promote any other evaluated solution to normative phase. Additional aspects to cover mobility and session continuity may be added.

3	Proposal
************* Start Changes *************
7	Overall Evaluation
7.x	Evaluation of Solutions for Key Issue #2 for Edge relocation

It would be beneficial for application developers if the application clients and APIs in the UE can have the same behaviour independent of connectivity model, whether session continuity is supported and even if 5GC connectivity is available or other connectivity is used (e.g. WiFi, tethering, LTE access). Solutions would also benefit if they would work in operating systems not optimized for mobile access. 
Evaluating the solution #23 and #24 shows that use of DNS is beneficial to make a generic solution for AS discovery independent of access technology. It is however not mandatory to use DNS, the solution should be designed to allow it.
From evaluating solution #31 and #27 it can be concluded that there is additional value in having the application assist in coordination of signalling and data synchronization between application clients and the application servers. This will make solutions with lower latency during the handover possible. Solution #25 points to the fact that IP addresses are not needed to identify the client and the server, this can be done with application mechanisms and protocols as well. So identities and signalling is best controlled by the application.
Evaluation of solution #27 also shows the value of using dual connectivity to the old and the new server at the same time. This also makes it possible to provide low latency during the handover.
In the evaluation of solution #30 it can be concluded that separate applications would need separate EASes, even when sharing the same PDU session. The relocation solution must support parallel applications on the same PDU session.
Solution #35 and #36 points to the value of using latency to select the UPF. It is reasonable to add latency requirements as solution #35 proposes, but they should only cover the distance between the UE and the PSA-UPF. Solution #36 proposes to make the SMF signal to the AF when latency can’t be fulfilled, this is not recommended.
No single solution gives all of the desired characteristics, but instead the solutions above should be combined into a single solution that becomes generic. Defining such a solution would give the following functionality (in chronological order):
· Establishment of a new PSA is a separate task that is performed prior to the context migration for the application. If the EAS re-selection is initiated by the AF, the AF may internally trigger a context migration earlier, but that is outside of the scope described in SA2. The setup of a new PSA may imply that a previous PSA is released and connectivity to the old EAS is lost.
· After the new PSA is available, the application may be notified by this to trigger new IP connectivity. If done, this can be triggered by different means, such as periodically (e.g. a timer), by application internal signaling (e.g. HTTPS redirect), via operating system APIs (e.g. socket failure) or by other available means.
· EAS discovery via DNS may be needed before the IP connection can be set up. Internal triggers may include the EAS to redirect to, either as an FQDN or as an address, the EAS may also be known by name (common name for the service), but not mapped to an address. 
· [bookmark: _GoBack]Set up the connectivity to the new EAS to allow signalling, while still having the possibility to signal and send data to the old EAS (if that connectivity isn’t lost due to loss of the old PSA in the first step).
· Data synchronization (context migration) may be done in parallel to additional signaling and data transfer between the application client and either the old or the new EAS. It is up to the application to coordinate what signals and data that should go to/from the old EAS and the new EAS and in between the old and the new EAS.
· If the old PSA is still available, then it needs to be removed when the data sychronization (context migration) is ready and the application has stopped using the old EAS.
NOTE: The latency handling in Solution #35 becomes part of the signalling to establish the new PSA.
A solution like this becomes very generic and can support many different scenarios. With such a solution in place, there is no need to take any other solution into the normative phase. Solution #Y “Generic Edge Relocation for all connectivity models” captures the behaviour described above (solution #35 is not part of that).
[bookmark: _Toc23255042][bookmark: _Toc26346414][bookmark: _Toc26346627][bookmark: _Toc26773897][bookmark: _Toc31192364][bookmark: _Toc31192524][bookmark: _Toc31193015][bookmark: _Toc31616194][bookmark: _Toc31616269][bookmark: _Toc31616345][bookmark: _Toc31616421][bookmark: _Toc43317521][bookmark: _Toc43374993][bookmark: _Toc43375454][bookmark: _Toc43801978][bookmark: _Toc43806244][bookmark: _Toc43806551]9	Conclusions
9.x	Conclusions regarding solutions for Key Issue #2 for Edge relocation 
Solution #Y, “Generic Edge Relocation for all connectivity models” is recommended into the normative phase.

*************** End Changes ***************
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