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1.
Issues for Vertical_LAN 
1.1
Support for PSFP based Hold and Forward Buffering rule
1.1.1
Description
Determine the need to support PSFP based Hold and Forward Buffering rule that is provided on a per TSC stream basis to NW-TT and DS-TT. This is for buffering the TSC stream that earlier arrived at the egress port to their scheduled transmission time (reference S2-2002164).
1.1.2
Companies View
Question: Do you foresee the need to support PSFP based Hold and Forward Buffering rule that is provided on a per TSC stream basis to NW-TT and DS-TT? 
If your answer is YES, please indicate if you would support approving a revision of S2-2002164?
	Company Name 
	Company View
Yes/No
	Notes

	Nokia, Nokia Shanghai Bell
	Yes
	Revision of S2-2002164 will be fine. Revision required:

From:

Note 7: If deployments declare the same value of IndependentDelayMin and IndependentDelayMax of the 5GS Bridge, the PSFP based Hold and Forward Buffering rule is provided on a per TSC stream basis to NW-TT and DS-TT for buffering the TSC stream that earlier arrived at the egress port to their scheduled transmission time. The PSFP based Hold and Forward Buffering rule is determined based on bridge delay as described clause 5.27.5 and the PSFP of the TSC Stream, PSFP based Hold and Forward Buffering rule is the same as PSFP of the TSC Stream except that the PSFPAdminBaseTime of the rule is the sum of PSFPAdminBaseTime of PSFP and bridge delay.

Reason: dependency on the condition for independent delay min/max is unclear. The PSFP Hold and forward buffering rule is provided on a per TSC stream basis anyhow.

	Tencent
	Yes
 
 
	Ericsson method introduces a lot of changes to the 5G system and needs to synchronize the “slot number” (i.e. All nodes have the same “slot number” at the same time) in the 5G system.
 
Huawei method seems only introduce additional parameters and minor function changes.

	Qualcomm
	Yes and ok to approve a revision of S2-2002164.


	If the issue described in the reason for change of S2-2002164 is agreed to be addressed by the group, then we prefer to go with a revision of S2-2002164. (We would have concerns to go with the alternative proposal from Ericsson to time stamp all frames).

	Ericsson
	No
	The solution proposed in S2-2002164 is not correct. 

In addition to the fact that it does not work, S2-2002164 makes IEEE 802.1Qci Per-Stream Filtering and Policing (PSFP) a mandatory feature to be supported by 5G, i.e. need implementation of PSFP state machines. As reflected in its title, 802.1Qci specifies Filtering and Policing functions, but does not specify buffering or shaping mechanism. PSFP specifies stream gates but no queues upfront of the stream gates (unlike the queues upfront of the transmission gates specified by 802.1Qbv). Consequently, if a stream gate is closed when a packet is received, then the packet is dropped (it is not stored). Therefore, PSFP is not applicable for Hold and Forward Buffering. That is, the changes suggested in S2-2002164 do not improve TS 23.501 but make it unnecessarily more complicated and wrong. Thus, the changes of S2-2002164 should not be implemented in TS 23.501.

PSFP is not mandatory in DS-TT/NW-TT ports and is used for TSCAI calculation right now. 

Our proposed way forward is to leave Rel-16 specification as is, i.e. NOTE that states the function is up to implementation. 

3GPP should consider looking into the detailed problem and find proper solution in future release, e.g. Rel-17(see attached slides in the Drafts folder with filename Vertical_LAN_Item#1.1_Hold_and_Forwarding_summary_0403.pdf for further technical clarification).

	Huawei
	YES
	The Hold and Forward buffering mechanism allows PDB based 5GS QoS to be used for TSC traffic since packets need only arrive at NW-TT or DS-TT egress prior to their scheduled transmission time. Currently this transmission is per traffic class. 

Currently the IndependentDelayMin and IndependentDelayMax is set to the same value, but the actual transimission time taken within the 5GS for a TSN stream may vary, a faster TSN stream A may arrive earlier at the egress port then the slower TSN stream B, then the NW-TT takes wrongly the stream B scheduled transmission time to transfer TSN stream A. This will lead to incorrect QBV enforcement. If IndependentDelayMin and IndependentDelayMax are different, and the 5GS guarantees the minimum delay by, e.g., setting IndependentDelayMin with a very small value, then there is no need to introduce the hold and forward buffering mechanism to make up the time for the early arrived packets. Before sending the TSN stream to the egress port, the TSN stream takes IndependentDelayMax delay time within 5GS bridge in the worst case, and IndependentDelayMin delay time within 5GS bridge in the best case. To avoid transmission conflicts for two continuous TSN streams for correct Qbv enforcement, the BAT offset for the continuous TSN streams needs to be large than (IndependentDelayMax- IndependentDelayMin). With respect to 5GS Bridge, the value (IndependentDelayMax- IndependentDelayMin) would be very large, e.g., several milliseconds, this would lead to inefficient transmission.

PSFP is now used to schedule traffic per stream per port at the ingress port of TT. To solve this problem, S2-2002164 proposes to also activate the PSFP also at the egress port of TT to switch the per traffic class scheduling to per stream scheduling at egress port. 

	NTT DOCOMO
	Yes

	We see that both 802.1Qci (PSFP) and 802.1Qbv are needed for a complete Hold and Buffering operation inside the 5GS bridge:

The TT at the ingress port assigns the frames to the buffers based on the reception time of the frame, and stream filters and stream gates in the 802.1Qci (PSFP) information. The TT at the egress port uses the 802.1Qbv information to determine when to send the queued frames to the next node from each buffer. 

This operation does not require any special action from the AF except transmitting the 802.1Qci parameters to the TT at the ingress port and 802.1Qbv parameters to the TT at the egress port (in PMI containers). Calculation of suitable values in the above parameters is up to CNC; CNC is responsible to calculate the time interval and basetime values in 802.1Qbv and 802.1Qci parameters, also considering the latency inside the bridge (the bridge delay).  

Therefore we do not support S2-2002164.

	Samsung
	Yes
	Samsung does not support approving a revision of S2-200216, as it is implementation details. 

	Intel
	No
	The solution proposed in S2-2002164 cannot be applied as is.
The Stream Parameter Table (see IEEE 802.1Q Table 12-31) is defined on per-bridge basis. From IEEE 802.1Q clause 12.31.1: “There is one Stream Parameter Table per Bridge component.”.
This means that from IEEE perspective all TSN bridge ports are equivalent in terms of the number of TSN streams that they can handle with PFSP information.

As defined in 23.501 clause 5.28.1, the Stream Parameters for PSFP include certain max values defined as part of the bridge component capabilities:

“-   Stream Parameters as defined in clause 12.31.1 in IEEE 802.1Q [98], in order to support PSFP information:

-     Maximum number of filters, which defines the maximum number of streams that the bridge can handle;

-     Maximum number of gates, which can be equal or less than the maximum number of filters;

-     Maximum number of meters (optional) if meassurements are required;

-     Maximum length of the PSFPAdminControlList parameter that can be handled.”
We believe that it is unrealistic to assume that each of the DS-TT ports will have the same Stream Parameters capability as a NW-TT “super port”.
Moreover, this we don’t think that this problem is a FASMO. The system operation may be suboptimal, but the system will not break.
We propose to consider per-TSN stream hold-and forward buffering in a future release. 

	China Mobile
	Yes
	We do see the problem for 5GS to support TSN traffic.For IEEE TSN system, every node support Qci and Qbv, therefore the collision of different TSN streams can be avoid utmostly. But for the 5GS bridge, the UE, eNB, transport layer network, UPF (ingress port) do not support Qci and Qbv, and the delay for different traffic stream is different. Therefore, the proper way is at the egree port to hold the stream which is transmitted over 5GS bridge with lower PDB than bridge delay. 
Therefore, we support the revision of S2-2002164

	
	
	

	
	
	


1.1.3
Summary

Following can be observed from the response:

· 9 companies responded to this question.

· 2 out of 9 companies indicated that per stream hold and forward feature need not be supported in Rel-16 thus a revision of the proposed solution should not be specified in Rel-16. 
· 7 out of 9 companies indicated that PSFP based Hold and Forward Buffering rule that is provided on a per TSC stream basis to NW-TT and DS-TT can be supported. However, amongst the companies who answered yes, there are varying views on how this should be specified and/or supported. Four companies are OK with a revision of S2-2002164 while 3 companies do not believe it is acceptable. 

· In summary, it can be observed 5 companies are NOT OK with a revision of S2-2002164 while 4 companies are OK with a revision of S2-2002164. 
1.1.4
Proposed Way Forward 
There is no clear majority to work on a revision of S2-2002164 however there is some majority to work on hold and forward buffering per stream basis with varying views on the solution and way forward. Thus, it is hard to derive one way forward. Following are two different options as way forward:
1) Work on a solution such that Hold and Forward Buffering per stream basis is supported in Rel-16 and that it is acceptable for the majority.

2) Hold and Forward Buffering per stream basis is not supported in Rel-16.
It is recommended that we take informal show of hands and decide on one way or the other during SA2 wide CC and proceed accordingly.
1.2
VLAN ID configuration for bridge management
1.2.1
Description
Editor’s Note: Brief description of the Issue. 

It is unclear how VLAN ID should be configured for bridge management. Following are some options considered:

· Solution Option 1: As soon as the TSN AF knows the port numbers, the VLAN configuration can be performed via SNMP from a OAM/CNC similar as for the LLDP configuration. The TSN AF transfers then the VLAN configuration to the UPF using the additional parameters defined in the CR.

· Solution Option 2: The VLAN configuration per port is also pre-configured together with the port numbers of the Ethernet in NW-TT and will be provided to the TSN AF. Then the VLAN pre-configuration may be reported together with the port numbers. 

1.2.2
Companies View
Question: Should Solution Option 1 or Option 2 or some other option (if so, what?) be selected as solution for issue described in 1.2.1?

	Company Name 
	Company View
(Option 1/Option 2/some other option)
	Notes

	Nokia, Nokia Shanghai Bell
	Option 1
	Refer S2-2002208. 

It is proposed to introduce the VLAN configuration information exchange between TSN AF and the ports of DS-TT/NW-TT by adding the information to the port management container described in TS 23.501 clause 5.28.3.1.

This avoids possibly conflicting VLAN configuration in the Ethernet network and the NW-TT/DS-TT.
The VLAN configuration defines for example: if VLANs can be modified automatically by neighboring devices or how a 5GS TSN bridge performs when a connected End Station is not VLAN aware.
While both options solve the open issue that CNC needs to know the VLAN behavior of each bridge port, Option 1 allows the CNC to use available network resources more flexible for TSN streams.



	Tencent
	Option 1
	Tencent prefers a unified configured mechanism for the NW-TT.

Now the port configuration can be configured and updated by the TSN AF, Tencent prefers the VLAN ID can be updated and configured together with the port parameters by the TSN AF.

 

	Qualcomm
	Option 2 (VLAN configuration preconfigured in UPF/NW-TT)
	What exactly needs to be reported from TSN AF to CNC (and for this purpose from NW-TT to TSN AFN) needs more discussion.

	Ericsson
	Option 2
	We prefer to use local configuration as per Option 2.

Option 1 (we assume the CR in question is in S2-2002208) is more complex and would require further harmonisation of other aspects including consistent management of filtering/forwarding entries/rules, considering Rel-16 is functionally frozen.

We can consider such approach in future releases.

	Huawei 
	Prefer Option 2
	The TSN CNC/OAM shall not be responsible to configure the UPF/NW-TT VLANs that belongs to 5GS, the VLAN configuration at UPF/NW-TT depends on the deployments, In our view, it only needs to support VLAN configuration directly at UPF from 5GS OAM. So we doubt the case that AF needs dynamic VLAN configuration. i.e. the pre-configured VLAN configuration for a port can be modified with a different VLAN configuration from TSN AF. However the VLAN configuration of DS-TT/NW-TT can be reported by the NW-TT. The reporting is per bridge level. 

	CATT
	Option 2
	It is not clear how and what VLAN information should be configured from TSN CNC/OAM, and there may be some uncertain impacts on the port and bridge management. We think more discussion is needed for option 1. Applying pre-configure VLAN as option 2 is better at this stage.

	Samsung
	Option 2 as a mandatory solution, and Option 1 as an optional solution.
	Option 2 works before Option 1, if both are applied.

	China Mobile
	Option1
	We prefer a more flexible way to configure the VLAN ID. 

	ZTE
	Prefer option 2
	ZTE prefer to use the local configuration on   the option 2.
Option 1, means the TSN AF is connecting with   the TSN OAM. The TSN OAM can dynamically configure the VLAN ID to 5GS bridge   as demand. It is not a good way. Maybe it create the conflict with other VLAN   ID configured by 5GS OAM.
If dynamic configuration is required, We can   consider how to do it in future releases.
 


1.2.3
Summary

9 companies responded to this question. 3 companies prefer to go with Option 1 while 6 companies prefer to go with Option 2. One company proposed to go with Option 1 (static configuration) by default while allowing Option 2 (dynamic configuration) as an optional addition. 
1.2.4
Proposed Way Forward 

Based on majority preference, following is proposed as a way forward:

1) Default: Option 2 (static configuration of VLAN ID in the NW-TT).

2) Optional support for Option 1 (dynamic configuration).

1.3
Assumptions on the number of ports per NW-TT within the UPF
1.3.1
Description
Varying assumptions on the number of ports per NW-TT within the UPF.

Following are the possible options:

· Option A: There is only one NW-TT per UPF. Each NW-TT can have one or more ports. 
· Option B: There is only one NW-TT per UPF. Each NW-TT can have at most one port. 

1.3.2
Companies View
Question: Do you agree with option A or option B? 

	Company Name 
	Company View
(Option A/Option B)
	Notes

	Nokia, Nokia Shanghai Bell
	Option A
	Enable correct addressing of port management and bridge management information when NW-TT provides more than one port, this also includes the LLDP discovery per port.

	Tencent
	Option B
	Let the NW-TT has only one port and is connected to an Ethernet switch/bridge, the Ethernet switch connected to the NW-TT can forward the traffic to the right port for UL traffic , in this way , we do not need introduce too much complexity and a lot of new functions  to support multiple port in the NW-TT and UPF.

	Ericsson
	Option B
	In TS 23.501 section 5.8.2.5.3 the number of N6 interfaces supported for Ethernet traffic is limited to 1. Given the restriction for Ethernet in general, it is not possible for the specification to support TSN traffic with multiple N6 ports, since TSN is also based on Ethernet. Note that in practice there is always a mix of TSN and non-TSN traffic on the same network, therefore there is no use of specifying multiple N6 ports for TSN when such a scenario does not work for non-TSN traffic.

	Huawei 
	Option A
	The NW-TT is the logical use plane functionality that SA2 specified to support interworking with the TSN network, whether multiple NW-TT instances or only one NW-TT instance is up to the implementation, e.g., based on the external TSN networks. One true point is the port number of one or more NW-TT(s) shall be unique inside the UPF, once the UPF/NW-TT gets the FWD table, the UPF can internally adjusts the implementation (e.g., using the destination MAC/egress port number) to make sure the UL packets are forwarded to the right NW-TT instance. Hence, from the TSN AF’s point of view, only a 5GS Bridge and the ports of the 5GS Bridge are visible. Whether the ports on NW-TT side are related to one or more NW-TTs is left to the implementation of the UPF.   In order to support flexible deployment, the number of ports per NW-TT shall not be limited.

	NTT DOCOMO
	Option A
	“This option implies that the spec should be updated to include Bridge management and LLDP topology discovery to be done a per port basis” is unclear to us.

BMI in 5.8.2.11.9 in TSD 23.501 should be updated to contain list of NW-TT ports.

The spec should be updated to be able to convey the Static Filtering Entries to the NW-TT as a whole, not to a specific port of NW-TT (assuming the NW-TT is responsible to select the egress DS-TT port or PDU session based on the destination MAC address in the Ethernet frame received in DL direction).

In our understanding the LLDP neighbour discovery for NW-TT ports is already specified to be done on port basis, therefore no impact is foreseen in this.

If DS-TT does not support neighbor discovery, then TSN AF sends the general neighbor discovery configuration for DS-TT Ethernet ports to NW-TT and NW-TT performs neighbor discovery on behalf on DS-TT. This configuration needs to be sent to the NW-TT as a whole, not to a specific port of NW-TT.

	Samsung
	Option A
	Option B is a too much restriction.

	China Mobile
	Option A
	it is useful for one NW-TT supporting more than one port.

	ZTE
	Option A
	The option B limits the deployment. 

	Intel
	Option A
	There is no reason for restricting the number of ports on the NW-TT side.

TS 23.501 clause 5.8.2.5.3 needs minor clarifications that there can be multiple N6 interfaces per Network Instance for Ethernet traffic.


1.3.3
Summary

9 companies answered this question. 7 out of 9 companies proposed to go with Option A while 2 companies proposed to go with Option B. 
1.3.4
Proposed Way Forward 

Based on majority preference, following is the way forward proposed:

· There is only one NW-TT per UPF. Each NW-TT can have one or more ports. Work on relevant CRs to document this assumption and also reflect this in the port management and configuration table.
1.4
System Configuration that is not PDU Session specific
1.4.1
Description
Issue identified in Intel paper: Misuse of PCF procedures for invoking system configuration that is not PDU Session-specific. Refer to draft CRs from Intel circulated in the SA2 discussion list on March 31st, 2020 that updates this to use NEF procedures for invoking system configuration that is not PDU-session specific, also uploaded as S2-2002671, S2-2002672, S2-2002673 and S2-2002674.
1.4.2
Companies View
Question #1: Do you prefer to introduce NEF procedures (instead of current specification approach) for invoking system configuration that is not PDU Session specific? 
Question #2: If so, would you be OK to work on revision(s) of the Intel CRs circulated in the SA2 discussion list with the view of approving them in SA2#138E?

	Company Name 
	Company View
YES/NO to Q1

YES/NO to Q2
	Notes

	China Mobile
	NO to Q1
NO to Q2
	We think the PCF procedure is enough for transferring the DS-TT and NW-TT port management information to TSN AF. Even the NW-TT port management information is not for specific PDU session, but randomly utilizing the PDU session procedure still work for the port managmenet information transmittion.Therefore, given that the PCF anyhow have to be involved in this port management information transmission procedure, let’s make less impact on NEF and SMF.

	Nokia, Nokia Shanghai Bell
	Q1: No, 

Q1: No
	We do not see it critical to introduce NEF procedures for invoking system configuration that is not PDU Session specific.

	Tencent
	NO to Q1
NO to Q2
	Like the N1-AMF NAS message can support (or piggyback) the SMS, SM, Policy messages, the PCF message can also to be defined to support (piggyback) the information between the NW-TT and AF.

	Qualcomm
	Q1: No

Q2: No
	There is no technical issue to use one of the PDU sessions to carry non-PDU session specific information, i.e. this is not a FASMO issue.

We need to complete Rel-16. Changing the concept from PCF-based signaling to NEF-based signaling at this stage bears the risk of leading to follow-up corrections in subsequent meetings.

	Ericsson
	NO to Q1

NO to Q2
	The main problem is inconsistency. For some ports 5GS would use PCF, for other ports 5GS would use NEF. This is not future-proof, because for an Ethernet bridge we need the same functionality for all ports. So, there is a risk that in the future, this will make it more difficult to have the same features for all ports, or we get similar functions in the NEF and PCF.

	Huawei
	Prefer NO to Q1/Q2
	Even though this is not completely matching with the principle, but actually it does support a “PATH” for transfer the Non-PDU Session specific system configuration, technically it works. Also, the 5GS/TSN integration architecture in clause 4.4.8.2 implies that it supports the information transfer optionally via NEF between AF and 5GS, this can support R17 NEF exposure for TSN. In order to make the TSN feature stable and current PDU Specific system configuration can work, we have a preference to keep the current approach and not to introduce a new mechanism at this time.

	NTT DOCOMO
	No to Q1
No to Q2
	Although we agree the current model in the specification is not perfect, and we see some benefits in Intel solution, we think that the current model works (minor clarifications may still be needed), but Intel proposal causes too much changes to the specification at this late stage in Rel-16.  

	CATT
	NO to Q1
NO to Q2
	Transferring the NW-TT port management information by PCF path is reasonable and feasible for most of parts though it should  be not for PDU session specific, and it is too risky at this stage to introduce some new functions and likely lead to instability.

	Samsung
	No to Q1

No to Q2
	The current solution works if a 5GS bridge has at list a PDU session.

If there are no PDU sessions in a 5GS bridge, it need not interwork with the CNC.

	Intel
	Q1: YES
Q2: YES
	Before the introduction of TSN in 5GS, all PCF procedures were PDU Session-specific.

The current assumption for TSN bridge configuration and reporting breaks this principle by relying on “hijacking” of a random PDU Session for exchanging non-PDU Session specific information between the NW-TT and the AF.

As a consequence of the previous, some additional spurious concepts are being introduced, for example:

· Use of a pre-configured PCF-AF session that is not PDU Session specific.

· Use of a “generic” (non-PDU Session specific) Notify message on N5 that triggers the AF to subscribe to a specific PDU Session related information

· The NW-TT reporting and configuration cannot even start before the first UE/DS-TT establishes a PDU Session for this TSN bridge.

It is noted that NEF has been used since Rel-16 for configuration of non-PDU Session specific information in 5GS. It is readily available for configuration of non-PDU Session specific information in a TSN bridge. From technical perspective it is totally unjustified to misuse PCF procedures for this purpose when the NEF option is already available.

We believe that it would be preferable to not specify the NW-TT configuration in Rel-16 rather than to specify it by misusing PCF procedures.

	ZTE
	Q1: No
Q2: No
	In the ZTE view, PCF based procedure is fine, there is no critical   reason to introduce the NEF based solution.
In the Sapporo meeting, PCF based procedure is selected because of consistency. i.e. using the same path for report and configuration

	
	
	


1.4.3
Summary

11 companies answered this question. 10 out of 11 companies answered NO to both questions while one company answered YES to both questions. 
1.4.4
Proposed Way Forward 

Based on majority preference, following is the proposed way forward:

· Retain the approach as in current specification for invoking system configuration that is not PDU Session specific

1.5
Support for CAG specific Access control
1.5.1
Description
Refer to incoming LS from RAN2 in S2-2002656; It states:

‘Although at least one operator has indicated that UAC Parameters should also specify CAG ID, to date there is no agreement in RAN2 on the required granularity of UAC parameters broadcasted in a cell in case of PNI-NPNs with multiple CAG IDs for the same PLMN. More specifically whether it is sufficient to broadcast the Unified Access Control (UAC) parameters per PLMN or there is need to broadcast CAG ID specific configuration of UAC parameters. RAN2 observed that SA2 has specified in TS23.501 Section 5.30.3.4 that “In order to prevent access to NPNs for authorized UE(s) in case of network congestion/overload, existing mechanisms defined for Control Plane load control, congestion and overload control in clause 5.19 can be used, as well as the access control and barring functionality described in clause 5.2.5, or Unified Access Control using the access categories as defined in TS 24.501 [47] can be used”. RAN2 was not able to conclude whether this means that using the operator-defined access categories with access category criteria type set to the S-NSSAI used for PNI-NPN is sufficient to provide CAG specific access control.’
It should also be noted that TS 23.501 states:

· As network slicing does not enable the possibility to prevent UEs from trying to access the network in areas which the UE is not allowed to use the Network Slice allocated for the NPN, Closed Access Groups may optionally be used to apply access control.

· A Closed Access Group identifies a group of subscribers who are permitted to access one or more CAG cells associated to the CAG.

· CAG is used for the Public network integrated NPNs to prevent UE(s), which are not allowed to access the NPN via the associated cell(s), from automatically selecting and accessing the associated cell(s).

Note: Although two related questions in RAN2 LS are for CT1/SA1, this is also relevant for SA2 discussion based on the quote from TS 23.501 in RAN2 LS, also the fact that SA2 identified that the CAG feature may optionally be used to apply access control.

· Question 1: 
Is there a requirement to enable PNI-NPN (CAG ID) specific access control in cells that are shared among PNI-NPNs belonging to the same PLMN?

· Question 2: 
If there is a requirement to enable PNI-NPN (CAG ID) specific access control in cells that are shared among PNI-NPNs belonging to the same PLMN, then is it sufficient to broadcast the Unified Access Control (UAC) parameters per PLMN (assuming that using the operator-defined access categories with access category criteria type set to the S-NSSAI used for PNI-NPN is sufficient to provide CAG specific UAC) or there is need to enable the broadcast of CAG ID specific configuration of UAC parameters? 

LS states:

“RAN2 understanding is that after manual CAG ID selection by UE NAS the UE AS shall select a cell that supports the manually selected CAG ID in order to perform the registration procedure triggered by UE NAS. RAN2 is seeking further guidance on the manual CAG ID selection issue. RAN2 has the following questions:”

Question 3: 
If a UE performs manual CAG selection and a successful registration, then whether the UE shall stay on cells supporting the manually selected CAG ID in RRC_CONNECTED state especially in the case when after registration the Allowed CAG List in the UE does not contain the manually selected CAG ID?

Question 4:
Shall a UE prioritize for cell reselection the cells supporting the manually selected CAG ID over other suitable cells that do not support the manually selected CAG ID after a successful registration?
1.5.2
Companies View
Answer to Questions 1, 2, 3, 4, 5 above.
	Company Name 
	Company View
YES/NO to Q1

YES/NO to Q2

YES/NO to Q3

YES/NO to Q4
	Notes

	NTT DOCOMO
	NO to Q1
	Access control in general and UAC, which is designed to be used in an unusual situation e.g. disaster or a concentrated big event, are quite different. In the question, CAG specific UAC might look like UAC for network sharing case, but it is different. The latter was introduced to protect network equipment that is owned by each PLMN and under its responsibility. In case of PNI-NPN, a PLMN owns and has responsibility for all the PNI-NPNs. Hence, we don’t see a use case for CAG specific UAC.

	OPPO
	Answer to Q1: YES

Answer to Q2: YES

Answer to Q3: NO

Answer to Q4: NO


	Re: Answer 1

Current access control through slice control is at network level. By the time the UE gets to the AMF, it would already have used radio resources. If there is congestion in the system, it is very likely the radio level congestion will occur before network (AMF) congestion Secondly, as there is network sharing and even PLMN supporting different enterprise networks, even though there could all be served by same slice. In such cases, PLMN operators can "tune" different access/barring levels for individual enterprises based on CAG IDs.

Re: Answer 2

We believe the broadcast of CAG_ID for UAC has tobe complemented by having CAG_ID in either Operator Defined Access Categories and/or standardized access categories

Re: Answer 3

Once registration is completed and the Allowed CAG list is provided/updated, that is what matters. An analogy (although a reverse case) is if when UE is in connected state, the CAG it is on is no longer allowed – e.g. due to subscription expiry, enterprise administration changes etc – then UE should stay on or select to that CAG.

Re: Answer 4.

Entries of the Allowed CAG list are not in any priority order.



	Ericsson
	NO to Q1
YES to it is sufficient and NO to last question of Q2

NO to Q3

NO to Q4
	Q1: The question, even though not clear, is related to UAC. The UAC requirements are specified by SA1, and there are no such requirements. The question is addressed to SA1 i.e. SA1 need to answer it.

However, it has been discussed by SA2 and the reason for adding CAG functionality was the requirement (from TS 22.261) "The 5G system shall support a mechanism to prevent a UE with a subscription to a non-public network from automatically selecting and attaching to a PLMN or non-public network it is not authorized to select.", and slicing could not prevent that at cell selection as stated in above referenced text (from 23.501) "As network slicing does not enable the possibility to prevent UEs from trying to access the network in areas where the UE is not allowed to use the Network Slice allocated for the NPN, Closed Access Groups may optionally be used to apply access control.". UAC is simply not something that is used to control the UEs cell selection by a non-overloaded network. The UAC aspect is also clarified in Annex D2 of 23.501 with " In order to prevent access to NPNs for authorized UE(s) in the case of network congestion/overload and if a dedicated S-NSSAI has been allocated for an NPN, the Unified Access Control can be used using the operator-defined access categories with access category criteria type (as defined in TS 24.501 [47]) set to the S-NSSAI used for an NPN."
Q2: CAGs define areas for accessing the PLMN. The PLMN may use slicing to support one or more NPNs, e.g. each NPN may get their own S-NSSAI and for areas where more than one S-NSSAI are available, the same CAG ID may be used. If UAC for S-NSSAIs is required, then it can be enabled by e.g. an ODAC used for the specific or group of S-NSSAIs. There is therefore no need for CAG ID specific UAC.

Q3: The network will provide the UE with updated CAG information when it has changed in the network. If the CAG ID that was manually selected is not part of the Allowed CAG list, then the UE shall not stay on the cell (unless in limited service). In CM-CONNECTED the NG-RAN ensures this by AMF providing an up to date Mobility Restriction List that includes the CAG information.

Q4: There is no priority among the CAG IDs of a PLMN, i.e. there is no need to prioritize the manually selected CAG ID. As long as the UE finds a cell from where there UE can access the network, any of the CAG cells gives the same access. If the UE would prioritize one CAG ID and some of the CAG IDs in the Allowed CAG list gets available with better performance the UE would try to access the network from a non-optimal cell.

Once the UE has been updated with the current CAG info as available in the network, the UE shall use the network provided CAG information during cell reselection (and disregards the manually selected CAG ID). The reason to use manual selection is to cover cases when the UE has not yet been updated with the latest CAG information by the network.

	Nokia, Nokia Shanghai Bell
	Q1: YES

Q2: Yes, there is a need to broadcast UAC per CAG.

Q3: No

Q4: No
	Q1/Q2:

One main advantage of CAG is support of access control as in TS 23.501 introduction for PNI-NPN:
As network slicing does not enable the possibility to prevent UEs from trying to access the network in areas which the UE is not allowed to use the Network Slice allocated for the NPN, Closed Access Groups may optionally be used to apply access control.

Q3: registration is successful only if the selected CAG ID is in the allowed CAG list in the network, but it may happen that the selected CAG ID is not in the allowed CAG list as the allowed CAG list in the UE may not be synchronized with allowed CAG list in the network. In that case the network should update the allowed CAG list of the UE during the registration.

Q4: there is no prioritization requirement among the CAG IDs in the allowed CAG ID list.



	Qualcomm
	Q3: No

Q4: No
	Q1: This is clearly for SA1 to comment; Q2 is for CT1 to respond. Qualcomm will object to an LS reply that includes replies to these two questions for this reason.

Q3: In RRC_CONNECTED state mobility is controlled by the network. NG-RAN either releases the UE or hands the UE over to another cell if the current cell is a CAG cell whose CAG ID is not in the Allowed CAG list based on mobility restrictions received from AMF as per TS 23.501 clause 5.30.3.4.
Q4: There is no reason for a UE to do so. As documented in TS 23.501 clause 5.30.3.1 CAG is used for access control only. Whether a UE accesses the network via a CAG cell or not does not have any impact on the services the UE can access. Service differentiation and NPN isolation can be achieved using network slicing for PNI-NPN, configuring dedicated S-NSSAI(s) for the given NPN, etc.



	Huawei
	Q3: YES

Q4: NO
	Q3: A success registration means that this UE has the valid subscription to access the CAG cell. Furthermore, the UE manually select the CAG ID. As a result, the UE shall stay on this cell 

Q4: we don’t see the need for prioritization. Glad to hear further clarification on the use cases.

	Tencent
	NO to Q1
	In study item phase of SA2 vertical LAN, Tencent submit a paper and CR S1-183155/3157 to SA1 to clarify UAC requirements for NPN.  I remember at that time majority view in SA1 is that NPN is also 5G system and all the Rel-15 UAC requirements also apply to NPN and no need to further update TS 22.261.  PNI-NPN specific access control seems too specific.  Anyway, if people want to further clarify SA1, we will not object and indeed this question needs to be answered by SA1.

	
	NO to Q2
	UAC parameters per-PLMN is sufficient for Rel-16 and there seems no need to broadcast CAG specific UAC parameters.  Anyway, CT1/SA1 would say something on this.

	
	NO to Q3
	We think UE in connected state should be controlled by the NG-RAN thus it should not stay in the cell if CAG ID is not in the updated Allowed CAG List.

	
	NO to Q4
	We think there is no need for such prioritization.

	CATT
	Q3: YES

Q4: YES


	Answer to Q3:

UE shall stay on cells supporting the manually selected CAG ID during handover in RRC_CONNECTED state regardless of the manually selected CAG ID is contained in Allowed CAG List or not. Otherwise, manual CAG selection becomes useless.

Answer to Q4:

UE  should prioritize the cells supporting the manually selected CAG ID for cell reselection. UE can reselect to cells supporting CAG ID in Allowed CAG List if the cell supporting the manually selected CAG ID is not available.

	LGE
	NO to Q1
YES to Q2 1st part & NO to Q2 2nd part 

NO to Q3

NO to Q4
	Q1: even if up to SA1
Q2: (1st part) sufficient to broadcast the Unified Access Control (UAC) parameters per PLMN (2nd part) no need to enable the broadcast of CAG ID specific configuration of UAC parameters

Q3: After a successful registration, 
the network should update the allowed CAG list of the UE during the registration.
In RRC_CONNECTED, NG-RAN releases the UE or hands the UE over to another cell if the current cell is a CAG cell whose CAG ID is not in the Allowed CAG list.

Q4: No prioritization over cell in CAG list

	China Mobile
	NO to Q1
	There is no need for CAG specific access control.

	Intel
	Q1: NO
Q2: “is it sufficient to broadcast the Unified Access Control (UAC) parameters per PLMN?” => YES
Q2: “need to enable the broadcast of CAG ID specific configuration of UAC parameters?” => NO
Q3: NO

Q4: NO
	

	Deutsche Telekom
	Not sure to Q3 as we find the formulated question unclear
	From UE perspective, if the UE was accepted in a cell (e.g. manual selection), it should remain there regardless of what the Allowed CAG list in the UE contains (else, manual selection is less useful). We see it the network’s responsibility to disconnect the UE if it should not be allowed anymore (e.g. subscriber mobility restriction’s allowed CAGs are changed or CAG IDs a given cell supports are changed).

	ZTE
	Q1: No
Q2: No
Q3: Yes
Q4: No
	Q1 and Q2: In the ZTE view, per PLMN UAC is enough. There is no need for CAG specific access   control.
Q3: If the UE successfully registered with network, it shall can stay in the cell. The Registration is successful only if the supported CAG IDs by NG-RAN matchs the CAG list in subscription.   
The case may happen when   there is no synchronization between UE local configuration and subscription. In this case, the network will update the allowed CAG list of the UE during registration.
Q4: There is no need   for prioritization. This depend on the UE implementation.


1.5.3
Summary

13 companies answered the questions. Following can be observed from the answers:
1) 7 out of 13 companies prefer not to introduce CAG specific UAC. 2 out of 13 companies prefer to introduce CAG specific UAC. We have a majority preference not to introduce CAG specific UAC

2) 10 out of 13 companies answer NO to Q3 while 3 out of 13 companies answer YES to Q3*. 
Note: It should be noted that even some companies who have answered YES to Q3 have the same assumption as companies who have answered No i.e. the UE should camp in CAG cell only if it is authorized to do so. In other words, companies who have answered YES seem to have read the question differently although they have the same technical assumption e.g. ZTE answer.
3) 12 out of 13 companies answered NO to Q4. Only one company answered YES to Q4.
1.5.4
Proposed Way Forward 

Following is proposed as the way forward:

1) Q1, Q2 – No consensus to specify CAG specific UAC from SA2 perspective. These two questions were not directly addressed to SA2 thus if there is no need to specify CAG specific UAC, there is no need for any action from SA2 perspective.

2) Q3 – Based on majority preference (and common assumption in all the answers), it is proposed that SA2 answers NO. 

3) Q4 – No need to support any prioritization of CAG IDs.

It is proposed that SA2 answers the LS with the way forward listed above for Q3 and Q4. Let SA1 answer Q1/Q2.

