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1 
Introduction
The needs for different service levels were discussed in S2-1910741. The key issue on the definition service levels was proposed in the same document and agreed. A basic service level is proposed in S2-1911365. This paper proposes a solution that enhances the existing PDU session management procedures which are then used to configure the 5G System so that the basic service level can be provided as a basic multicast connectivity service.
2
Proposal
The proposed changes to TR 23.757 are the following:

*** Changes to 23.757 ***
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6.X
Solution #X: PDU Session Enhanced for Multicast with switching between Unicast and Multicast delivery in RAN

6.X.1
Key Issue mapping

This solution addresses key issue #1 (MBS session management) and key issue #Y (Seamless switch between unicast and multicast delivery)

6.X.2
Functional description

This solution proposes to allocate the switching between unicast and multicast delivery in RAN and to enhance the PDU session for the support of multicast PDUs transfer between a data network and UEs and thus offer the basic service level.

switching between unicast and multicast delivery in RAN

The basic multicast connectivity service meets the requirements for the basic service level and allows the exchange of multicast PDUs between a data network and UEs in a way that does not require a content provider to explicitly request the service from the 3GPP System. In this perspective, the basic multicast connectivity service is not different from the (unicast) connectivity service provided by PDU session. However, an efficient delivery of multicast can be achieved only by a proper configuration of 5G System that can be accomplished by enhancing PDU session modification procedures as presented in this document.

Before describing the solution, it is important to discuss what functionalities are required in the system for an efficiently delivery of multicast. The efficiency of 3GPP system regarding the delivery of same data to UEs have been a topic of many study and work items and resulted in a number of enhancements that tackle this issue. These enhancements are MBMS counting in RAN, MBMS operation on Demand (MooD), and application level signalling (e.g. signalling over GC1 and V1 reference points) of UE’s serving cell identity or multicast area identities that are consequently used for MBMS bearer management by an application server (e.g. GC AS or V2X AS). 

MooD and the application level signalling are in principle the same because MooD also relies on UE location reporting either as part of consumption reporting or within an HTTP request header. A decision whether to switch between MBMS and unicast delivery is solely based on cell identities not considering any other aspects of RAN operation. On the other hand, MBMS counting in RAN was the first enhancement introduced in E-UTRAN to help MCE to determine whether to suspend or resume MBMS bearers. 

The MBMS counting in RAN has its own drawbacks. The counting is not accurate. CN is not informed about the MBMS bearer suspension. The MBMS bearer suspension likely results in a service interruption because UEs have to establish unicast connection with an application server. The problem of service interruption was address by MBMS bearer to be suspended notification for MBSFN transmission in Rel-12. Nonetheless, the fundamental problem with all these solutions is that the change between unicast and MBMS happens end-to-end on per-cell basis while only RAN efficiency is the biggest concern and the rest of system is not optimized.

The end-to-end switching between unicast and MBMS is also not optimal from the core network resource management perspective. For example, considering that a RAN node serves number of cells where in each cell there is at least one UE receiving a service but only in one cell the number of receiving UEs is above a threshold used by an application server or a MooD proxy to trigger MBMS delivery. The outcome of switching to MBMS delivery for that cell is that the number of content copies delivered through the system is equal to the number of cells. In addition to that, the load of application server can only be reduced partially because the application server must serve unicast request originated from the same RAN node (please note, the application server is not aware and shall not be aware if this situation) after the switch to MBMS delivery. This is illustrated on Figure 6.X.2-1. The AS requested delivery via MBMS in the cell with diagonal stripes while unicast is used to deliver content in other cells because the threshold for switching to MBMS delivery for these cells has not been met. Deployments when a RAN node is serving a considerable number of cells should not be considered uncommon especially considering CU-DU split RAN architecture in 5G.


[image: image1.emf]RAN CN AS


Figure 6.X.2-1: Content delivery with unicast and MBMS

In Figure 6.X.2-2, it is assumed that the RAN is aware of users in a multicast group and of data streams to be multicast. The RAN uses this information in addition to any other information available such as UE’s location, cell load, etc. in the second stage when it decides whether a unicast bearer or a point-to-multipoint RAN bearer (particulars to be studied by RAN) should be used to deliver the multicast data. This is illustrated on Figure 2. Figure 6.X.2-2 also assumes that multicast content is delivered a single time to the RAN. However, an alternative would be to deliver the content to the RAN via unicast, and the RAN can then detect, e.g. based on a multicast address, that the content can be delivered over the radio via multicast.
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Figure 6.X.2-2: Multicast content delivery multicast and unicast selection at NG-RAN and AS

PDU Session Enhanced for Multicast

The proposed multicast communication service session management is an extension of the existing solution for IPTV in 3GPP TS 23.316 [x].

Enabling efficient delivery of common content to UEs using multicast capabilities should be thought of as two stages process. In the first stage, the AS enables multicast delivery, which comprises of an advertisement of multicast session (i.e. providing information about multicast group via an application layer signalling) to UEs and a transmission of data to the multicast session (i.e. sending multicast packets to the multicast group). As part of NR-RAN and 5GC configuration during the enhanced PDU Session update procedure (see section 6.X.3), 5GC is configured to receive multicast packets sent to the multicast group and to deliver multicast packets to the NG-RAN via a tunnel. The tunnel can be a unicast tunnel as currently specified but also multicast tunnelling could be considered. The PDU Session modification is performed for each UE that joined the multicast group and thus the NG-RAN learns about the UEs to which the multicast data shall be delivered. The NG-RAN uses this information in addition to any other information available such as UE’s location, cell load, etc. in the second stage when it decides whether a unicast bearer or a point-to-multipoint RAN bearer (particulars to be studied by RAN) should be used to deliver the multicast data. This is illustrated on Figure 6.X.2-2. It should be noted that UEs in cells where the content is delivered using point-to-multipoint bearers have always availability to communicate with the AS, for example, for the purpose of a unicast repair.

6.X.3
Procedures

The procedure relies on user plane signalling such as IMGP or MLR for IP PDU session type. The announcement of multicast availability is performed at higher layers (e.g. application level similarly to GC AS or V2X AS). The announcement must include at least any source multicast or source specific multicast address which UEs should join. 
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Figure 6.X.3-1: PDU Session modification for multicast

1. 
The content provider announces the availability of multicast using higher layer (e.g. application layer). The announcement includes at least multicast address of multicast group that UE can join.

2.
The UE joins the multicast group

3.
The UPF is a multicast capable router. The reception of the join message triggers the UPF to notify the SMF. The UPF can be optimized to send the notification only when UE’s status in regard to number of multicast groups UE has joined changes, i.e. when the UE joins or leave a group.

4.
The SMF checks whether a multicast context for the multicast group (address) exists in the system, i.e. whether there is a UE that already joined the multicast group. The information about the multicast context may be stored in the UDR or locally by the SMF. The information stored in the multicast context helps the SMF to identify what are the UEs that joined the multicast group and what entities are serving the multicast. If the multicast context for the multicast group does not exist, then the SMF creates it when the first UE joins the multicast group.

5.
The SMF request the AMF to transfer N1N2 message.

6.
The session modification request is sent to the RAN. The request is sent in the UE context using the currently standardized message enhanced with multicast related information, which include a multicast group identity (e.g. multicast address itself or an identity generated by the SMF that corresponds to the multicast group). The RAN is using the multicast group identity to determine that the session modification procedures of two or more UEs correspond to one multicast group. In other words, the RAN learns what UEs are receiving the same multicast from the multicast group identity. When the RAN receives a session modification request for previously unknown multicast group identity, the RAN is configured to serve this multicast group. The configuration may include the allocation of downlink tunnel if unicast tunnelling on N3 reference point is used or joining multicast group if multicast tunnelling on N3 is used. 

7.
The RAN performs necessary access network resource modification such as configuration of broadcast bearers. The details of this procedure should be studied in the RAN. 

8.
The RAN sends the session modification response that may include downlink tunnel information, see step 6. 

9. 
The AMF invokes Nsmf_PDUSession_UpdateSMContext service to transfer the response to the SMF.

10.
The SMF sends N4 session modification request to the UPF including tunnel information if unicast tunnelling is used. This exemplary procedure shows that the same UPF that send the user plane event notification, which in turn triggered the PDU session modification, is also going to be serving the multicast. The information stored in the multicast context allows the system to support deployments and operations where a UPF other than the UPF that triggered the PDU session modification procedure can be used to serve the multicast. 

11.
The UPF receives multicast PDUs according to the configuration in strep 10.

12.
The UPF sends multicast PDUs in N3/N9 tunnel to RAN. There is only one tunnel per a multicast group in the RAN, i.e. all PDU sessions share this tunnel.

13.
The RAN selects radio bearers to deliver the multicast PDUs to UEs that joined the multicast group. 

14. The RAN performs the transmission using selected bearers.

6.X.4
Impact analysis

SMF: The SMF must handle a multicast context and the enhanced PDU session procedures. 

AMF: no impacts

UPF: The UPF must support a new capability to trigger a user plane event in a response to the reception of a join message. The UPF should also act as multicast capable router but this functionality was already introduced in 3GPP TS 23.316 [x].
RAN: The RAN must support the PDU session procedures and store UEs’ association with multicast group in a context as received from the SMF. The RAN should be able to autonomously select unicast or PTM bearers that are used for multicast data transmission to UEs. 

N3: A tunnel on this interface, which is configured when the first UE joins a multicast group and PDU session modification is performed, should be used to deliver multicast data from the UPF to the RAN. This tunnel is released when the last UE leaves the group.
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