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Abstract: This discussion paper is on how a network analytics service may be logically decomposed.
1. Introduction
Rel-16 allows multiple NWDAFs to be deployed in a network; and according to 23.501, NWDAF supports data collection, service registration and metadata exposure, and analytics information provisioning.  It may be efficient to functional split NWDAF for the purpose to support e.g. separate data collection and storage from analytics.  This discussion paper proposes a generalized analytics service and its logical decomposition.
2. Discussion
The contribution proposes a model to logically decompose an analytics service, where one or more analytics services are deployed across the network to ensure delivery of a communication service, and to further improve optimization of network services, operations, and resource management.  Figure below decomposes an analytics service (white colour components), as well as other logical components (grey colour components) using or used by an analytics service.
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An analytics service can have the following components:
· Analytics module – this is component that uses data or other analytics to produce analytics.  This may be ML-based in which case this is an inference engine.  The figure only shows one example analytics module though there may be more analytics modules used by an analytics service.
· Model training – for ML-based analytics module, this is where training of the model takes place.

· Analytics controller – these components take data and analytics, and perform some action (vs an analytics modules that produces analytics).  The figure shows two example analytics controllers.  An analytics controller is logically associated with the entity through which control actions are asserted.  An example of such entity (e.g. NF) is shown in the figure.
· Analytics platform – this provide LCM services for analytics modules and controllers, including deployment of analytics modules and controllers.

· Analytics library – this is where analytics modules (including inference engines) and controllers are stored/cataloged and ready to be deployed.

· Message bus – this represents data in motion.

· Data lake – this represents data at rest.  Data may also include analytics.  One option (with dashed lines in the figure denoting indirect access) is to always access the data lake through the message bus.  Other options may access the data lake directly.

· Data collection – this collects data from various data sources over different interfaces.  Data collection is an optional logical component shown with dashed lines in the figure (e.g. sources that do not conform to standard services of the message bus).
· Data mediation – this performs data mediation functions.  Mediation may be further decomposed into a data broker part that performs cleaning, formatting, and filtering; a data correlation part that performs stitching and mediation.  Data mediation is an optional logical component shown with dashed lines in the figure (e.g. some data may not need mediation).  Note (1) in the figure – though not shown in the figure, data mediation may also take place for data ingested through NEF, and data consumed from data lake.
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These components of an analytics service should support standard interfaces/services to allow interworking between components.  For example, standard services provided by analytics library and analytics platform would allow deployment of analytics services by compliant OS.  For example, standard data lake services should allow any standard compliant analytics module to obtain data from a data lake that support standard data lake services; the same applies to message bus and data collection/mediation.
There are other logical components that interact with one or more logical components of an analytics service, such as:

· OSS – this may for example perform the SO function; it deploys analytics services such as analytics modules through analytics LCM services provided by analytics platform.

· NEF – analytics exposed to untrusted entities go through the NEF.  Note (2) in the figure – though not shown in the figure, data from external untrusted data source may also be ingested through NEF.
· Data source – sources of data (RAN, transport, NFVI, 5GC NF, AF, etc).  Data is made available to analytics service through data collection / mediation.

· NF – this shows an example entity through which an analytics controller asserts its control actions.  For example an NF may be an SMF, or AMF, PCF, etc.   
With this decomposition and standard services/interfaces, it is then possible to deploy analytics services with both centralized and distributed architectures, or with a mixture of the two, for every decomposed components individually.  For example, the data lake and ML training and library may be centralized while analytics modules are distributed, and the analytics modules may be distributed differently than the message bus.
3. Conclusion and proposal(s)
To study the proposed logical decomposition of analytics services, and the standardization of services and interfaces supported by each logical component.[image: image3.png]
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