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Abstract of the contribution: The contribution discusses the usage of rateRatio, one-step vs two-step sync operation and dedicated QoS Flow.
1
Introduction
This contribution focuses on the following Editor’s notes in TS 23.501:

Editor's note: The support of one step and two step sync operation at NW-TT output interfaces (towards TSN) is according to 802.1AS. How the information carried inside 5G system is FFS.

Editor's note: It is FFS whether gPTP messages are forwarded on a distinct QoS Flow or other mechanism. If distinct QoS Flow is used it is FFS whether all gPTP messages are forwarded on it, or only a subset of the gPTP messages (e.g. those that carry information in the Suffix field). Usage of rateRatio is FFS.

Editor's note: Whether other information beyond the ingress timestamp needs to be contained in the gPTP Suffix is FFS
2
Discussion
The discussion in this contribution is based on a tutorial [1] that is publicly available at the IEEE website.
2.1
On the usage of rateRatio

Usage of rateRatio is FFS.
Whether other information beyond the ingress timestamp needs to be contained in the gPTP Suffix is FFS
As illustrated in Figure 1, every port in the TSN (in every station and every time relay) needs to perform measurement of LinkDelay towards the neighbor (i.e. propagation delay) as well as the neighbor rateRatio (i.e. the ratio of the frequency of the neighbor’s clock to the frequency of the local clock). 
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Figure 1: LinkDelay and neighbor rateRatio (taken from [1])
For details on how these two measurements are performed refer to [1].
Once the Grand Master clock is elected (see [1] for details on GM election), each port is able to measure the cumulative rateRatio (i.e. the ratio of the frequency of the GM clock to the frequency of the local clock) by adding the neighbor rateRatio that is accumulated at each hop to the rateRatio that is received as part of the synchronization information from the upstream time-aware node. This is illustrated in Figure 2.
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Figure 2: End-to-end RateRatio (taken from [1])
The end-to-end time synchronization in the Slaves is achieved by measuring the accumulated delay, as illustrated in Figure 3. At each hop the actual residenceTime’ is computed as residenceTime * rateRatio (i.e. the locally measured residenceTime multiplied by the cumulative rateRatio received from the upstream node) so that it is expressed in the GM time base.
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Figure 3: End-to-end time synchronization (taken from [1])
Observation 1: The cumulative rateRatio needs to be transported in the downstream direction (i.e. from the GM clock towards the Slaves) because it is required for calculation of the accumulated delay, which in turn is essential for end-to-end synchronization of the Slaves.
In the 5G System the ingress and egress ports are distributed in the NW-TT and in the DS-TT, respectively (assuming that the TSN GM clock is on the N6 side). The M2 message (refer to Figure 3), which is typically the gPTP Follow_Up message, needs to include the following parameters:

1. Now i.e. the time of the GM clock when it originally sent this synchronization information.

2. LinkDelay * rateRatio (i-1) + residenceTime * rateRatio (i) i.e. the propagation delay on the link towards the preceding TSN node, plus the residenceTime within this node, both expressed in the GM time base. rateRatio(i-1) is the rateRatio received by NW-TT from the upstream TSN node.
3. rateRatio (i) i.e. the cumulative rateRatio as computed at the 5GS ingress port (NW-TT in this case).


According to IEEE 802.1AS [2] clause 11.1.3, to express the link propagation delay and residence time in the GM time base, the neighbor LinkDelay towards the upstream node needs to be multiplied by rateRatio (i-1), whereas the residence time within this node needs to be multiplied by rateRatio (i):
The mean propagation delay on the link between time-aware systems i–1 and i, relative to the LocalClock
entity of time-aware system i–1, is equal to neighborPropDelay (see 10.2.4.7). This must be divided by

rateRatioi–1 to express it in the grandmaster time base.
…

The residence time, ts,i–tr,i, must be multiplied by rateRatioi to express it in the grandmaster time base.
The rateRatio (i-1) value is known at the NW-TT as it is received from the upstream TSN node inside the gPTP message payload. NW-TT uses rateRatio (i-1) as a multiplier for the LinkDelay towards the upstream node and updates the gPTP message payload by adding the propagation delay towards the upstream node expressed in TSN GM time. NW-TT then also calculates the new rateRatio (rateRatio(i)) and includes it in the gPTP message payload.

Upon reception of the gPTP packet the DS-TT extracts the ingress timestamp from the Suffix field and rateRatio (i) from the gPTP packet payload, multiplies the two and adds the residence time expressed in GM time to the gPTP packet payload.


Observation 2: NW-TT uses rateRatio (i-1) as a multiplier for the LinkDelay towards th upstream TSN node, whereas DS-TT uses rateRatio(i) as a multiplier for the residence time within 5GS. rateRatio(i) being part of the gPTP message payload sent from NW-TT to DS-TT, there is no need to carry additional information in the Suffix field.

Proposal 1: There is no need for exchange of additional information between NW-TT and DS-TT using the Suffix field.
2.2
One-step vs two-step sync operation

The support of one step and two step sync operation at NW-TT output interfaces (towards TSN) is according to 802.1AS 

According to Figure 3 “Using two messages eliminates real-time processing requirements”.
In our understanding the one-step sync operation provides a very marginal improvement to timing accuracy, but this comes at the price of complex hardware implementation. Namely, the timestamp information included in the Sync message will have to be inserted into the gPTP message as it is transmitted on the wire. From [2]: “For Ethernet full-duplex links, gPTP requires the use of two-step processing (use of Follow_Up and Pdelay_Resp_Follow_Up messages to communicate timestamps), while IEEE 1588 allows one-step processing (embedding timestamps in messages “on the fly” as they are being transmitted)”.
The two-step approach allows for simplified hardware processing, as the synchronization messages can be generated from software.

In any case, the use of one-step vs two-step approach does not have a direct impact on the 5G System proper. However, to accommodate the two-step approach in 3GPP specifications, a reference to the Follow_Up message needs to be added in text occurrences where the Sync message is explicitly referenced.
Proposal 2: Both one-step and two-step sync operation can be supported in the 5GS. If there is a preference to select only one, then the two-step approach should be selected as it simplifies the hardware processing.

2.3
Use of dedicated QoS Flow for gPTP messages

How the information carried inside 5G system is FFS
It is FFS whether gPTP messages are forwarded on a distinct QoS Flow or other mechanism. If distinct QoS Flow is used it is FFS whether all gPTP messages are forwarded on it, or only a subset of the gPTP messages (e.g. those that carry information in the Suffix field).
The choice of using a dedicated QoS Flow or not depends on whether the non-dedicated QoS Flow can support the IEEE TSN upper bound requirements for residence time. According to [2] there is the following requirement on the time-aware system:
The residence time (see 3.17) of a time-aware system, measured relative to the TAI frequency (see 8.2), shall be less than or equal to 10 ms
If this upper delay bound cannot be met by any of the non-dedicated QoS Flows, the 5GS will have to establish a dedicated QoS Flow for transport of gPTP packets. To simplify the 5GS implementation it is proposed to always use a dedicated QoS Flow for transport of gPTP packets.
Apart from Sync and Follow_up, there are also other gPTP messages (e.g. Announce) that do not need any manipulation by the 5GS (e.g. no need to carry information in the Suffix field). Those messages are not time critical and at the same time they are not sent often (which means they do not generate significant signalling load). To simplify the 5GS implementation it is proposed to transmit all gPTP messages on the same gPTP dedicated QoS Flow, including those that do not require any manipulation or do not have stringent delay requirements.
Proposal 3: All gPTP messages, including those that are manipulated by the 5GS (e.g. Sync, Follow_up) and those that are not (e.g. Announce), are sent on the same dedicated QoS Flow.
3
Proposal

Below is the summary of observations and proposals. The proposals are implemented in a companion CR submitted for this meeting (S2-1907759).
Observation 1: The cumulative rateRatio needs to be transported in the downstream direction (i.e. from the GM clock towards the Slaves) because it is required for calculation of the accumulated delay, which in turn is essential for end-to-end synchronization of the Slaves.


Observation 2: NW-TT uses rateRatio (i-1) as a multiplier for the LinkDelay towards the upstream TSN node, whereas DS-TT uses rateRatio(i) as a multiplier for the residence time within 5GS. rateRatio(i) being part of the gPTP message payload sent from NW-TT to DS-TT, there is no need to carry additional information in the Suffix field.
Proposal 1: There is no need for exchange of additional information between NW-TT and DS-TT using the Suffix field.
Proposal 2: Both one-step and two-step sync operation can be supported in the 5GS. If there is a preference to select only one, then the two-step approach should be selected as it simplifies the hardware processing.

Proposal 3: All gPTP messages, including those that are manipulated by the 5GS (e.g. Sync, Follow_up) and those that are not (e.g. Announce), are sent on the same dedicated QoS Flow.
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