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Abstract of the contribution: This contribution discusses the granularity and time reference of TSCAI values.
1. Discussion

1.1 TSCAI Granularity
In SA2 #132, the following was agreed, with CR text adopted for TS23.501:

· per-UPF 5GS bridge granularity

· “For TSC QoS flows, MDBV (described in clause 5.7.3.7) is set to the Maximum Burst Size of the aggregated TSC streams to be allocated to this QoS flow”
In general, assumptions are as follows:
· 5GS sets up the QoS flow for a certain 5QI, MDBV etc.

· When the traffic (TSN streams) starts, then 5GS maps the TSN streams to the QoS flows depending on the burst size of the streams and MDBV values of the QoS flows that would accommodate the TSN streams.

The per-UPF 5GS bridge will provide ports where ingress TSN Streams are mapped to one or more of the eight available Traffic Classes, and the UPF can map individual SDFs or an entire Traffic Class to a QoS Flow of a PDU Session.  
Some (non-exhaustive) configuration examples are shown in figure 1.
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Figure 1: Configuration Options for TSN Stream mapping to QoS Flows

A single QoS flow within a PDU Session may carry more than one TSN Stream (i.e.: an aggregation of multiple TSN Streams within a single QoS flow).  Each TSN Stream may be characterized with an independent Periodicity and Burst Arrival Time as illustrated in figure 2.  The Periodicities are an attribute of the “talker” endpoint, which sends bursts at proscribed intervals, while the Burst Arrival Time for each TSN Stream is dependent on the CNC path calculation.
Observation 1:  A single set of TSCAI parameters cannot adequately describe the aggregated deterministic traffic pattern in a QoS Flow. Multiple TSN Streams may be a single QoS flow which implies multiple set of TSCAI parameters may be provided for a single QoS Flow.
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Figure 2: TSN Streams mapped to a QoS Flow

The current description of TSCAI in TS 23.501 does not specify the granularity of the TSCAI parameters.  We therefore propose to indicate that multiple instances of TSCAI parameters may be supplied by the SMF to the RAN, and that the AF may supply on a per-TSN Stream instance basis, the information used to describe the deterministic TSN Stream traffic pattern. The RAN will thereby be aware of all deterministic, periodic traffic patterns in a QoS Flow and may allocate scheduling resources accordingly. 
Proposal 1: The SMF may supply multiple instances of TSCAI parameters to the RAN for use in a single QoS Flow.  The AF may supply multiple instances of TSCAI information to the 5GS for use in a single QoS Flow.

While mapping the TSN Streams to QoS flows, it shall be ensured that the priority of the TSN streams is retained. In other words, TSN streams with different priority shall not be mapped to the same QoS flow.

Proposal 2: 5GS shall ensure that the Priority are retained while mapping TSN streams to QoS flows. TSN streams with different priority shall not be mapped to the same QoS flow.
1.2 Reference time for Burst Arrival Time within TSCAI

In section 5.27.2 “TSC Assistance Information (TSCAI)”, the Editor's note: Which clock the periodicity and burst arrival time refer to is FFS” requires resolution.
There are two plausible options:

1. TSCAI: Burst arrival time and periodicity is given with reference to a TSN clock domain, which is used for scheduling data of the TSN flow described with TSCAI.

2. TSCAI Burst arrival time and periodicity is given with reference to 5G system clock domain.

One possibility to implement Option 1 is for the NG-RAN to directly sniff the gPtP packets to read the time stamp information. In addition, NG-RAN can determine the traffic patterns after it receives a few user plane packets. Even in this case, NG-RAN needs to know the reference time domain for the TSN Traffic Streams to be able to derive the traffic pattern accordingly. A drawback with this option is that the NG-RAN wouldn’t be able to perform efficient admission control as the traffic pattern cannot be derived prior to admission control. Another drawback is that this adds to the processing delay of the UP within the NG-RAN (i.e. detect UP with gPtP messages, read them etc).
Since gNB scheduling is always based on 5GS time, it might be intuitive to say that 5GS time domain should be utilized (Option 2). However, it should be noted that the data of the TSN flow will be always generated according to the TSN clock and will arrive to the 3GPP network according to the schedule decided by the control nodes in the TSN network (e.g. CNC) and the traffic pattern related information provided by the CNC is with reference to TSN Clock. Since there is always a phenomenon of clock drift between two non-synchronized clocks, after some time, the time of arrival of the packet to the gNB/UE will differ from the one that is expected by the gNB. For instance, if frequency offset of TSN GM of stratum-4 class is 32 ppm related to 5G GM, clock drift is 32 µs per second at worst case. This is almost as much as a symbol duration for SCS=30 kHz meaning that already after one second scheduling would be misaligned with packet arrival time and this misalignment would grow in time and could in consequence lead to unnecessary additional delay or UE missing its scheduling opportunity and not being able to deliver the packet on time. The issue is presented in Figure 3.
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Figure 3 Clock drift impact on SPS/CG scheduling using TSCAI with 5GS clock as a time reference

To avoid the issue, in case 5GS time is used as a time reference, the time arrival would have to be updated constantly to account for the clock drift.
Observation 2: In case 5GS clock is used as a reference for TSCAI (arrival time and periodicity), the TSCAI parameters would have to be constantly updated and/or the offset between 5G clock and TSN clock should be provided to the RAN. This is of course a viable option, but it leads to extensive signalling between the CN and the RAN, and within the RAN to update scheduling. 
Observation 3: Using 5GS clock as a reference for arrival time and periodicity information provided in TSCAI leads to extensive signalling overhead between the CN and the RAN.
Therefore, it would be beneficial that TSCAI information is provided in relation to the a TSN clock. 
Since 802.1Qbv schedules are TSN Domain specific, all TSN Streams mapped to a QoS flow of a PDU Session should share the same TSN clock.  TSN Streams from different TSN Domains use different PDU Sessions or are mapped to different QoS Flows. The RAN may therefore adjust scheduling according to the offset between the 5GS Clock and a single TSN Clock on a per-QoS Flow basis. 
Observation 4: All TSN Streams in a QoS Flow must share the same TSN Clock.  Hence only one schedule adjustment is needed per QoS Flow.
TSCAI referenced to a TSN clock is possible when the TSN clock is available at the gNB. which is not necessarily required by TR23.734 Solution 28A adopted in SA2 132. However, there is nothing that would prevent delivering such information by implementation between UPF and gNB if they are both gPTP/PTP capable as TSN clock information is available in UPF in Solution 28A.  Alternatively, the NG-RAN may obtain the TSN Clock offset by sniffing the TSi inserted in gPTP packets by the UPF (see Solution 28A).  Once the TSN Clock is known in the RAN, scheduling for a QoS Flow can then be adjusted by the difference between the TSN Clock and 5GS Clock.

Observation 5: If TSCAI parameters are reference to a TSN Clock, no additional 3GPP signalling is required between the 5GC and the NG-RAN.  The method by which the RAN obtains the TSN clock connectivity  may be left to implementation.
Even if the RAN is just sniffing the gPtP packets to read time stamp information and possibly deriving traffic patterns, the RAN needs TSC clock time domain ID information.

Observation 6: When using TSCAI information, the RAN will need to know which TSN domain clock is applicable.  This can be achieved by including TSN Clock Domain information as a TSCAI parameter.  If the TSN Clock Domain is not specified, the 5GS Clock may be used without adjustment.
We therefore make the following proposals:
Proposal 3: TSCAI information is in relation to a TSN Clock.  

Proposal 4: All TSN Streams aggregated into a QoS Flow must share the same TSN Clock.  When there are TSN Streams from more than one TSN Clock Domain, they should be mapped to separate QoS Flows

Proposal 5: TSN Clock Domain information shall be included as a TSCAI parameter
3. Proposals
TSCAI Granularity:
Proposal 1: The SMF may supply multiple instances of TSCAI parameters to the RAN for use in a single QoS Flow.  The AF may supply multiple instances of TSCAI information to the 5GS for use in a single QoS Flow.
TSCAI Clock Domain
Proposal 2: TSCAI information is in relation to a TSN Clock.  
Proposal 3: All TSN Streams aggregated into a QoS Flow must share the same TSN Clock.  When there are TSN Streams from more than one TSN Clock Domain, they should be mapped to separate QoS Flows
Proposal 4: The method by which the RAN obtains the TSN clock synchronization may be left to implementation.

Proposal 5: TSN Clock Domain information (i.e. TSN Clock Domain ID) shall be included as a TSCAI parameter
3GPP
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