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2
Classification of the Work Item and linked work items

2.1
Primary classification

This work item is a … 

	
	Feature

	
	Building Block

	
	Work Task

	X
	Study Item


2.2
Parent and child Work Items 

	Parent and child Work Items 

	Unique ID
	Title
	Nature of relationship

	
	
	


2.3
Other related Work Items and dependencies

{List here other Work Items which relate to the proposed one but are not part of the hierarchical structure.}

	Other related Work Items (if any)

	Unique ID
	Title
	Nature of relationship

	800039
	Study on management aspects of edge computing
	Study of the management aspect of edge computing.

	Xxxxxx
	Study on Application Architecture for enabling EDGE Applications (FS_EDGEAPP)
	Study of the application layer architecture and corresponding mechanisms to enable Edge Computing deployment.

	760039
	Study on 5G enhanced Mobile Broadband Media Distribution (FS_5GMedia_Distribution)
	Study of the 5G enhanced Mobile Broadband Media Distribution, which can be considered as one of edge computing use cases.


3
Justification

5G system is supposed to be able to provide low latency user experience and huge data volume with high efficiency. This implies support of the many applications and contents that need to be deployed towards to the edge of the network in a distributed manner. Edge computing is considered as one key enabler to fulfil this kind of deployment. With edge computing, the operators are able to host their own and/or 3rd party applications and contents close to the user. The UE can access the application/content via (R)AN and locally deployed UPF, thus fulfilling the expectations on the end to end user experience, and allowing the low latency to the edge applications and the heavy traffic to be offloaded from backbone network to the edge and providing high computing resources to the edge applications. 

To support the edge computing and its deployment together with 5GS, some enablers have been specified since Release 15 as described in clause 5.13 in 3GPP TS 23.501, e.g. LADN, Locally deployed UPF and local DN, UL CL based Local Routing and Traffic Steering, User plane (re)selection, and AF influenced traffic routing. Related enhancement are further specified in Release 16 5G_URLLC work item.

However, currently in the industry, there is still a lack of common understanding how the edge computing is deployed in 5G System. The relationship between 5GS and application architecture for edge computing is not obvious to the reader given that the application architecture for edge computing is out of scope of TS 23.501 and 23.502, which can lead to potential obstacles for the future business deployment of edge computing together with 5GS. What would be useful for the first-time reader is to provide some guidance on how to use the enablers defined in clause 5.13 of TS 23.501 to support the time sensitive services (e.g. V2X, online gaming, VR/AR, etc.) including aspects of LADN, Session and Service Continuity, efficient traffic routing to the localized DN, differentiated QoS handling and differentiated charging rate based on the differentiated QoS offer. 

Furthermore, there are still some issues that were raised during the initial 5GS work (e.g. IP discovery for local application server, supporting for seamless application migration,  etc.), but not fully addressed due to lack of time. These issues need to be further investigated to fully support the seamless communication between UE and applications deployed in edge computing. 

This study targets to investigate the deployment relationship of 5GS and edge computing/localized DN on architecture level, mechanisms of the 5G core network to enable the UE to reach the application/contents deployed in edge computing environment, and impacts to 5G core network.

NOTE: The outcomes from SA6 study on Application Architecture for enabling Edge Applications (FS_EDGEAPP) and external fora such as ETSI MEC, SA4 study on 5G enhanced Mobile Broadband Media Distribution will be taken into consideration as an input to this study.

4
Objective

The study item will be conducted with two key objectives:

1)  First objective is to study the potential system enhancements for enhanced edge computing support, including:


-
Investigate the key issues and corresponding solutions to support forwarding some UE application traffic  to the applications/contents deployed in edge computing environment, including:

o
Discovery of IP address of application server deployed in edge computing environment in case application layer solutions are not applicable;
NOTE1: This study focuses on the solutions in NAS layer. Application layer solutions should not be considered in this study.
o
Improvements to 5GC support for seamless change of application server serving the UE;

o
How to efficiently (with a low delay) provide local applications with information on e.g. the expected QoS of the data path;

o
Supporting for traffic steering in N6-LAN deployed in edge computing environment including support for end-user traffic sent to the central N6 interface to the DN after having been processed by local Application;
NOTE 2: The outputs of the traffic steering related study should cover common N6-LAN deployment, with considering the additional features for N6-LAN deployed in edge computing environment. 

o
Investigate potential solutions for supporting PSA changing when the application does not support notifications of UE IP address change;
o
Supporting I-SMF insertion or reselection based on AF request in order to route the traffic to edge application;
-
Investigate potential impacts to charging and policy control;

NOTE 3: Existing solutions defined in Rel-15 and Rel-16 shall be considered as baseline in this study.

NOTE 4: The application layer architecture for enabling edge computing is in the scope of SA6.
2)  Second objective of this study is to provide deployment guidelines for typical edge computing use cases including URLLC, V2X, AR/VR/XR, UAS, CDN etc. The deployment guidelines will be documented in a separate TR 23.9xx as follows:

-
Deployment guidelines based on the existing Rel-15/16 edge computing enablers, such as LADN, in TS 23.501 and TS 23.502.

-
Additional deployment guidelines related to any 5GS edge computing enhancements defined as part of the first objective.


NOTE 5: Outputs of second objective in the study can be concluded whether to be published as an external TR at the end of the study.

5
Expected Output and Time scale

	New specifications {One line per specification. Create/delete lines as needed}

	Proposed Spec no. or series
	Type (see note 1) 
	Rapporteur(s)
(see note 2)
	For info 
at TSG# 
	For approval at TSG#
	Remarks

	New TR 23.7xy
	Internal TR
	Hui Ni, Huawei (Hui.ni@huawei.com) Changhong Shan, Intel

(chang.hong.shan@intel.com)
	TSG#86 (Dec 2019)
	TSG#87 (Mar 2020)
	
Secondary Rapporteur is responsible for second objective.

	

	
	

	
	
	


Note 1:
Only TSs may contain normative provisions. Study Items shall create or impact only TRs.
“Internal TR” is intended for 3GPP internal use only whereas “External TR” may be transposed by Ops.

Note 2:
The first listed Rapporteur is the specification primary Rapporteur. Secondary Rapporteur(s) are possible for particular aspect(s) of the TS/TR. In this case, their responsibility has to be provided as “Remarks”.

	Impacted existing TS/TR {One line per specification. Create/delete lines as needed}

	TS/TR No.
	Description of change 
	Target completion plenary#

	
	
	

	
	
	

	
	
	

	
	
	


6
Work item Rapporteur(s)

Hui Ni, Huawei, Hui.ni@huawei.com
Changhong Shan, Intel, chang.hong.shan@intel.com
7
Work item leadership

SA2

8
Aspects that involve other WGs

SA3 for security aspects. SA3-LI for LI aspects. SA5 for management and charging aspects. SA6 for application layer aspects.
9
Supporting Individual Members

	Supporting IM name

	AT&T

	CAICT

	CATT

	China Unicom

	China Telecom

	Convida Wireless

	Fraunhofer HHI

	Huawei

	Hisilicon

	Intel

	KDDI

	NTT Docomo

	OPPO

	Samsung

	Sony

	Telecom Italia

	Tencent

	Verizon

	ZTE


form change history:
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v1.13.2: adds tdoc header
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