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**********************First Change (All new text) ***********************
6.x	Solution #X for Key Issues #4 and #6: Accumulated packet delay estimation for QoS monitoring and division of PDB
6.x.1	Description
This solution proposes enhancements GTP-U protocol and GTP-U end-points functionalities for the purposes of QoS monitoring and end-to-end packet delay budget divition on user plane path in uplink and downlink. In this solution, a GTP-U sender performs an estimation of RTT to the next hop GTP-U receiver by sending Echo messages and measuring time that elapes between the transmission of Echo Request message and the reception of Echo Response message. A GTP-U sender is also expected to estimate its user plane processing time as a general value or a user plane processing time related to a particular QoS requirement of existing QoS flow. A GTP-U sender computes an estimated accumulated packet delay by adding RTT/2, the processing time and, if available, an estimated accumulated packet delay from an upstream GTP-U sender (i.e. an immediately preceeding GTP-U sender in user plane path) thus the estimated accumulated delay represents an estimated elapsed time since a user plane packet entered 3GPP domain. More specifically, the first GTP-U sender in the uplink direction (i.e. gNB-DU or gNB) computes the estimated packet delay by adding RTT/2, its estimated processing time and estimated/measured Uu delay. In the downlink direction, the first GTP-U sender is PSA UPF for which the estimated packet delay is the sum of RTT/2 and its processing delay.
It is expected that a GTP-U sender estimates RTT periodically in order to detect changes in transport delays. 
A GTP-U sender may send the estimated packet delay that it accumulated to the next hop GTP-U receiver
-	in every header of GTP-U PDU (e.g. G-PDU);
-	in a header of of one or more GTP-U PDUs (e.g. G-PDU) and a GTP-U receiver is assumed to store the received value;
-	in a header of one or more GTP-U PDUs that are sent first to a GTP-U receiver within a given QoS flow; or
-	in a GTP-U signalling message.
 A GTP-U receiver uses a received estimated packet delay to determine the remaining PDB available in user plane path (e.g. 5G-AN part of PDB). Remaining PDB is determined by subtracting the accumulated packet delay from the allowed PDB for the given 5QI that corresponds to the QoS flow. 
QoS monitoring is performed by network nodes that receive and store QoS with a requested packet delay budget for QoS flow by comparing a received accumulated packet delay with a requested packet delay budget possibly also taking into the account the estimated/measured nest hop transmission delay and node’s processing time. If the node determines that the packet delay exceeds the requested packet delay budget then the node triggers QoS monitoring alert signalling to a control plane network function, e.g. SMF. 
6.x.2	Procedures


Figure 6.x.2.1: Accumulated packet delay estimation for QoS monitoring and division of PDB in downlink
The procedure of accumulated packet delay estimation for QoS monitoring and division of PDB in downlink is illustrated in Figure 6.x.2.1.
1. PSA UPF sends one or more Echo Request messages to measure RTT to I-UPF.
2. PSA UPF computes an accumulated packet delay by adding the half of measured RTT and estimated user plane processing time at PSA UPF that may be QoS flow specific.
3. PSA UPF send the accumulated packet delay to I-UPF in GTP-U PDU (e.g. G-PDU or a signalling message).
4. I-UPF measures RTT to NG-RAN by sending one or more Echo Request messages.
5. An accumulated packet delay at I-UPF is computed by adding the value of accumulated packet delay received from PSA UPF, the half of RTT between I-UPF and NG-RAN and estimated user plane processing time at I-UPF.
6. I-UPF sends the accumulated packet delay computed at I-UPF to NG-RAN.
7. NG-RAN determines the remaining available PDB by subtracting the accumulated packet delay from the allowed PDB for the given 5QI. The available PDB defines the PDB split between RAN and 5GC.
8. NG-RAN can measure delay encountered in the air interface (Uu) based on “RAN centric data collection and utilization for LTE and NR SI”
6.x.3	Impacts on Existing Nodes and Functionality
The transmission of Echo Request message is implementation specific. However, 3GPP TS 29.281 currenlty imposes a restriction on the frequency with which Echo Request messages may be sent. An Echo Request shall not be sent more often than every 60 seconds on each path. This doesn’t prevent resending an Echo Request with the same sequence number according to the T3-RESPONSE timer. It should be noted that an Echo Request with the same sequence number should not be resend if an Echo Request is used to measure RTT. More frequent sending of Echo Request may be necessary with a possible exceptional treatment of T3-RESPONSE timer.
This solution requires definition of either a new GTP-U extension header or a signalling message.
Echo Request message and Echo Response message are sent outside GTP-U tunnels (the messages are using TEID set to 0). If underlaying transport is using QoS differentiation (e.g. IP DiffServ) then it is up to the implementation to ensure that the Echo messages are classified correctly and receive similar treatment by the underlaying transport as GTP-U G-PDUs carrying QoS flows (user data).    
6.x.4	Solution Evaluation
This solution provides a method that allows the system to determine PDB split dynamically and perform QoS monitoring with minimum changes to GTP-U protocol. More over, this solution does not require precise synchronization among system entities. 
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